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1. Introduction

Conformal field theory (CFT) constitutes one of the main tools in string theory. This
“survival kit” attempts to provide the reader with the most important techniques and results
of this fascinating topic for immediate use in the string theory lectures. Since the material
presented here is intended to be covered in three ninety minutes lectures only, the scope of
these notes is very limited. The interested reader should consult the seminal paper [1] and
the reviews [2] for further help and a mroe thorough treatment of the subject. But before
we start to talk about CFT as a theory on its own, we will try to explain briefly, why CFT
shows up in string theory so prominently.

Historically, string theory evolved out of an attempt J
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Figure 1: Regge trajectory.

to understand the increasing zoo of hadronic resonances
in strong interactions during the sixties. One way of a
physicist to understand something is to search for a pat-
tern. Plotting the spin of these strong resonances ver-
sus their mass squared, one obtaines the so-called Regge
trajectories, i.e. straight lines, which brought some or-
der into the zoo. Although this experimental fact is very
beautiful, it is very difficult to explain within a quantum
field theory, since particles with high spin normally cause
serious difficulties to keep the theory unitary, i.e. to assure that probability is conserved.

We can illustrate this by considering a four-point amplitude of a real scalar field, say, in thet-channel:φ(p2)φ(p3) −→
φ(p1)φ(p2) with an interchanged particleψJ of integer spinJ . The interaction term in the Lagrangian for the cubic vertex
gJφφψJ contains thereforeJ derivatives. IfJ = 0, then the amplitude for the invariant interaction termg0φφψ0 behaves
like A0 ∝ g2

0(t −M2)−1, whereM is the mass of the interchanged particle, andg0 is the coupling constant. Obviously,
the amplitude develops a pole whent = (p2 +p3)

2 is equal toM2, and it vanishes frot→ ∞, as it should be. However, if

J > 0, the vertex must be of the formgJ(φ
↔

∂ µ1
. . .
↔

∂ µJ
φ)ψ(µ1,...,µJ ). According to the Feynman rules, each derivative

becomes a momentum factor, and hence the amplitude now goes like AJ ∝ g2
J(t −M2)−1sJ , where the Mandelstam

variables = (p1 + p2)
2 gives the momentum transfer of the process. More precisely,the amplitude is proportional to the

Legendre polynomialPJ (θ) of the scattering angleθ which, however, happens to be given asθ ∼ s for high energies.
Obviously, the amplitude diverges for very high energies. Away out of this dilemma could be that these infinities cancel
each other if the full amplitude is a sum over all possible internal states,A(s, t) ∝∑J g

2
Js

J (t−M2)−1. Inspection shows
that this could only work if this sum is taken over an infinity of resonances, not only the experimentally observed states on
the Regge trajectory. In fact, this idea led to the so-calleddual amplitude models, since an automatic consequence of this
ansatz was the appearance of a new symmetry, namely the duality of the amplitudes:A(s, t) = A(t, s).

The reader might remind herself that grouping states into multiplets of an assumed underlying symmetry group is
another physicist’s way to assemble things into a pattern. Better known examples are (iso)spinSU(2) multiplets, flavor
SU(3) multiplets etc., which all belong to finite dimensional unitary representations of the corresponding Lie groups. In
our case, we want to put an infinity of states into one (unitary) representation of some symmetry group, which hints at the
possibility that this group might be infinite-dimensional.Of course, if we view all the states on a Regge trajectory as one
representation, it seems natural to consider them as excitations of some fundamental object – the string.

The Regge trajectories have two free parameters, the interceptα0 with theJ-axis, and the slopeα′. An early result
was that dual amplitudes can only be unitary and analytic, whenα0 = 1 or α0 = 2. In the former case, there exists a
massless vector particle (a “photon”), in the latter, we have a massless spin two field (a “graviton”). Unfortunately, wealso
get a spin zero state ofnegativemass squared in both cases, the so-called tachyon.

Further experimental data soon disqualified the Regge trajectories as a valid way to
sort the zoo of hadronic resonances, QCD was discovered and established to quite suc-
cessfully explain strong interactions. But a view people continued to work on models with
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Regge trajectory like spectra and their amplitudes, but considering them on a completely
different energy scale. In this way, string theory was discovered, since such spectra can
easily be understood as excitations of a one-dimensional small but extended object. What
made these people pursue this idea was the surprising fact that consistent unitary theories
admitting a Regge spectrum do contain a massless spin two state which make them natural
candidates for a quantized theory of gravitation. This is sointruiging that other surprises,
for example the problem that string theories, as they were called since then, need some
extra space-time dimensions in order to be consistent, wereaccepted with all their conse-
quences instead of being viewed as a strong hint to immediately discard any such crazy
theory.

At the end of this introduction, we will com-
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p2 p3

p4p1

t ψJΣ
J

Σ
J

=
s

Figure 2: Duality.

ment on how strings, and with them conformal field
theory, are a natural consequence of duality of am-
plitudes. But for the moment we assume that the
reader has already heard something about strings.
Remembering ordinary particle mechanics, we
know that time evolution of a particle generates a
world line. In the path integral approach to its quan-
tum theory, we sum over all possible trajectories.
The natural action functional of a free relativistic
particle of massm is simply proportional to the length of the world line,

S[x(τ)] = −m
∫ τf

τi

dτ (1.1)

with τ the eigen time. Similarly, the most natural quantity to describe the action of a string,
a finite one-dimensional object, moving in some flat space-time is the area of the world-
surface swept out by it. The reader will learn much about strings in the main lectures of
Olaf Lechtenfeld, to which these notes are a mere appendix. If she is impatient, she might
consult [5]. We denote withσ andτ the space and time coordinates of the world-sheet,
respectively. The embedding of it into ad-dimensional Minkowski space-timeR1,d−1 is
described by functionsXµ(σ, τ). The action is then given by the area of the world-sheet
with respect to the reduced metric

ds2 = ηµνdX
µdXν

= ηµν

(
∂τX

µ∂τX
νdτ 2 + ∂σX

µ∂σX
νdσ2 + 2∂τX

µ∂σX
νdσdτ

)
. (1.2)

Introducingξ0 = τ , ξ1 = σ, we can write this as

ds2 = gij(X)dξidξj . (1.3)

With this metric, the action of the string world-sheetXµ(ξ0, ξ1) is proportional to the area
∫ √

detg,

S[X(ξi)] = 1
2πα′

∫

dξ0dξ1
√

(∂0X)2(∂1X)2 − (∂0X · ∂1X)2 (1.4)
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with the usual definitionA ·B = ηµνA
µBν . The string tension1/(2πα′) is the analogue of

the particle mass. Since we always put~ = c = 1, its units are mass over length or mass
squared.

This action is quite complicated and difficult to handle. Moreover, the embedding
mappingXµ can be arbitrarily complex. Fortunately, there exists a simplification of this
action which will be thoroughly derived in the string lectures. As a result, by introducing
the auxiliary metricgij on the two-dimensional word-sheet, an action quadratic inX can
be obtained,

S[X, g] = − 1
2πα′

∫

d2ξ
√
ggij(∂iX · ∂jX) . (1.5)

The metric on the surface is considered as a new field. Since noderivatives ofgij appear
in (1.5), its equations of motions will lead to a constraint on the dynamical fieldXµ. We
know from general relativity that under a variationg 7→ g + δg, the action varies as

δS = − 1
2πα′

∫

d2ξ
√
gT ijδgij , (1.6)

which defines the stress-energy tensorT ij . Therefore, the classical theory defined by the
action (1.5) satisfies the equations of motion

T ij = (∂iX) · (∂jX) − 1
2
gij(∂kX) · (∂kX) = 0 , (1.7)

1√
g
∂i

(√
g∂iXµ

)
= �Xµ = 0 . (1.8)

Hence, in the presence of the metricgij, the fieldXµ is a free scalar field which does
not carry two-dimensional energy or momentum. Writing (1.7) as (∂iX) · (∂jX) =
1
2
gij(∂

kX) · (∂kX) and taking the determinant on each side shows that the action(1.5)
is indeed equivalent to the so-called Nambu-Goto action (1.4).

It is instructive to obtain (1.7) via the variationδS with respect toδgij . Firstly, from δ(δ j
i ) = 0 = δ(gikg

kj) we
find thatδgij = −gijgklδgkl. Secondly, the variatonδ

√
g can be obtained in a mathematically slightly sloppy way by

using
√

detg = exp(1
2 log detg) which yieldsδ

√
g = 1

2

√
gδlogg. Now, by definitionδlogg = log det(gij + δgij) −

log det(gij) = log(det(gij + δgij)detgij). With log detg = tr logg andlog(1+x) = x− x2

2 + x3

3 − . . ., we finally arrive
at δ

√
g = 1

2

√
gtr(gikδgkj + O(δ2)). Putting all together, we find up to the factor−1/(2πα′)

δS ≡ 1
2

∫

d2ξ
√
gT ijδgij

=

∫

d2ξ
[
(δ
√
g)gij(∂iX) · (∂jX) +

√
g(δgij)(∂iX) · (∂jX)

]

=

∫

d2ξ(∂iX) · (∂jX)
[
gklδglk

1
2

√
ggij +

√
g(−gikgjlδgkl)

]

=

∫

d2ξ
√
g
[
−(∂iX) · (∂jX) + 1

2g
ij(∂kX) · (∂lX)gkl

]
δgij , (1.9)

from which (1.7) can be read off.
With the other equation of motion, (1.8), one easily proves the following properties of the stress-energy tensor,

namely that it is conserved and traceless. In fact,∂iT
ij = −(�X) · (∂jX)− (∂iX) · (∂i∂

jX)+ 1
2∂

i((∂kX) · (∂kX)) = 0.

Also, T j
j = −(∂jX) · (∂jX) + 1

2 (∂kX) · (∂kX)gj
j = (1

2D − 1)(∂kX) · (∂kX), where we have explicitly denoted the
dimensionD = 2 of the world-sheet. Note the remarkable fact that the stress-energy tensor is traceless only for a free
scalar field inD = 2 dimensions.
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The outcome of this is that the free propagation of a string inR1,d−1 is described by
a free two-dimensional field theory. But there is more to the equivalence of these two
actions. Both actions enjoy several non-trivial symmetries:

1.) Both actions are invariant under arbitrary reparametrizationsξi 7→ f i(ξ) of the surface,
under which the metric transforms as a rank two tensor,gij 7→ (∂if

k(ξ))(∂jf
l(ξ))gkl.

2.) The stress-energy tensorTij in (1.7) is traceless with respect togij, i.e. gijTij = 0.
This constraint is due to local Weyl invariance of the action(1.5), which is invariance
under local scalings of the metric,gij 7→ exp(φ(ξ0, ξ1))gij. This is true only inD = 2

dimensions, since only then remains the factor
√
ggij unchanged.

3.) Classically, we have three symmetries. Besides reparametrization invariance (diffeo-
morphisms) and local Weyl invariance, there are also the space-time symmetries depend-
ing on the isometries of the metricηµν . In our standard Minkowski space-time, the action
is clearly invariant under thed-dimensional Poincaré group,Xµ 7→ Λµ

νX
ν + bµ with

Λµ
ν ∈ SO(1, d− 1) a Lorentz transformation.

Coordinate transformations which leave the metric invariant up to a local scaling fac-
tor preserve all angles and are therefore conformal transformations. As should be clear by
now, string theory is described by the (minimal) coupling ofa conformally invariant field
theory (in our approach ofd two-dimensional scalar fieldsXµ, µ = 0, . . . , d− 1) to two-
dimensional gravity. We have not said anything about the topology of the world-sheet. For
simplicity, we assume from now on that the string itself is closed, i.e. forms a small loop
(there is more about this to say, which will be said in the string lectures). The simplest
topology of a world-sheet of a closed string is a cylinder. Inthis case,σ = ξ1 lives on a
circleS1 while τ = ξ0 lives onR or on an intervallI = [τi, τf ]. The sum of all embeddings
of I×S1 into R1,d−1 describes the propagation of a free string. We can use reparametriza-
tion invariance to fix

√
ggij = ηij in this simple topology. With the Minkowski metric on

the cylinder (i.e. in the conformal gauge), the action (1.5)simplifies to

S = − 1
2πα′

∫

dτdσ
(
(∂τX)2 − (∂σX)2

)
, (1.10)

where the conventionηττ = −ησσ = 1 is used.

1.1 CFT on the complex plane

We come now to one of the main tools in two-dimensional CFT which make it to such a
powerful instrument for the exploration of string theory. As discussed above, the theory
lives (in the simplest case) on the Riemann surfaceR × S1, i.e. a cylinder, where we have
taken the times of the initial and final states to be asymptotically in the infinite past and
infinite future respectively,τi = −∞, τf = +∞. It is much more convenient to consider
the theory on the punctured complex planeC∗ = C−{0}, such that we can exploit all the
power of complex analysis. This is done as follows:
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First, light-cone coordinates (or chiral coordi-

ez =
w

z τ|  | = 1 (  = 0)oo

oo

ooτ σ
τ = −

−

+

Figure 3: Conformal mapping of the
cylinder toC

∗.

nates) are introduced,σ+ = τ +σ andσ− = τ −σ.
The metric element then readsds2 = dτ 2 − dσ2 =

dσ+dσ−. Next,τ is mapped via a Wick-rotation to
Euclidean time,τ 7→ −iτ such thatσ+ 7→ −i(τ +

iσ) ≡ iw andσ− 7→ −i(τ − iσ) ≡ iw̄. Under Wick
rotation, the metric becomesds2 = −dwdw̄, and
the null geodesics are the straight linesσ± = const ,
for which ds2 = 0. We conclude that the causal
structure is preserved by any transformation of the formσ+ 7→ f(σ+), σ− 7→ g(σ−)

wheref, g are arbitrary and independent functions. Finally, the complexified coordinates
w, w̄ are mapped toC∗ by the conformal transformationz = ew. Therefore, Fourier ex-
pansions inτ ± σ, i.e. expansions inew andew̄ become Laurent expansions inz, z̄. This
will prove extremely useful in what is to come.

Infinite past (the lower end of the cylinder) is mapped to the origin of C, and infinite
future (the upper end of the cylinder) is mapped to the infinite far of the complex plane.
If we would compactify the complex plane to the Riemann sphere, infinite future would
go the the added point∞ on it. Note that light-cone left and right chiral coordinates
σ± translate into holomorphic and anti-holomorphic variablesz, z̄ on the Riemann sphere
(with both poles removed). A consequence of this description is that the equations of
motion (1.8) become∂+∂−X

µ = 0, i.e.

∂z∂z̄X
µ = ∂∂̄Xµ = 0 . (1.11)

The most general solution, which is single valued (i.e. physically observable) is easily
written down,

Xµ = qµ − ipµlog|z|2 + i
∑

n 6=0

aµ
n

n
z−n + i

∑

n 6=0

ãµ
n

n
z̄−n . (1.12)

This expression, the string coordinate, has contributionsfrom the location of the center
of mass of the string,qµ, its total momentumpµ, and oscillator modesaµ

n and ãµ
n, which

describe its left-moving and right-moving excitations respectively. That is more apparent,
if we return momentarily to the original coordinates, in which the string coordinate clearly
is a Fourier expansion,

Xµ = qµ − ipµ(σ+ + σ−) + i
∑

n 6=0

aµ
n

n
exp(iσ+n) + i

∑

n 6=0

ãµ
n

n
exp(iσ−n) . (1.13)

Since the energy momentum tensorTij is symmetric and traceless, it has only two non-
vanishing components in holomorphic coordinates, namelyTzz andTz̄z̄. Conservation of
energy and momentum yields

∂̄Tzz = ∂Tz̄z̄ = 0 . (1.14)
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This means thatT ≡ Tzz is a holomorphic function onC∗, while T̄ ≡ Tz̄z̄ is anti-
holomorphic. Hence,T has a Laurent expansion,

T (z) =
∑

n∈Z

Lnz
−n−2 , (1.15)

and analogously for̄T (z̄). From now on, many formulæ will only be given for the holo-
morphic part of the theory, since the anti-holomorphic partis completely analogous. The
factorz−2 in (1.15) is due to the conformal mappingz = ew. On the original cylinder,T is
a quadratic differential, i.e.Tww(dw)2 is a scalar. However, the conformal mapping yields
dw = z−1dz and thus(dw)2 = z−2(dz)2, leading to the additional factorz−2. This holds
for a general tensorTw...ww̄...w̄ of rank (j̄), which will acquire an overall factorz−j z̄−̄.
Since we consider tensors with respect to conformal transformations,j, ̄ are also called
the left and right chiral conformal weights of the tensor.

The modesLn have the geometrical meaning to generate infinitesimal conformal
transformations through Poisson brackets. Since these areholomorphic functions, a basis
for them may be given as

z 7→ z + εzn+1 = z + εvz
n(z) , (1.16)

where the vector fieldvz(z) may exhibit poles (or zeroes) only at the two pointsz = 0 or
z = ∞. With ∂̄T (z) = 0, clearly alsō∂znT (z) = 0, and we can therefore considerznT (z)

to be the local density of the Noether charge which implements (1.16) on the fields of the
theory. Usually, this charge is computed in field theory by integrating over the surface
given byτ = 0. In our holomorphic coordinates, this translates into a contour integral

Ln =
1

2πi

∮

|z|=1

zn+1T (z) . (1.17)

Of course, sinceT (z) is analytic inC
∗, Ln is conserved, because it is independent of

contour deformations. Actually, since time evolution on the cylinder is equivalent to radial
evolution on thez-plane, constantτ surfaces correspond to circles centered at the origin
with radii |z| = eτ . Analyticity of T implies that

Ln =
1

2πi

∮

C

zn+1T (z) (1.18)

for any closed contourC encircling the origin, as long as no sources of energy or mo-
mentum are present. Choosing forC a circle |z| = R with a radiusR 6= 1 yields time-
independece. But there is a much larger symmetry at work here, a reflection of conformal
invariance of the theory, sinceLn is invariant under any homologous deformation ofC.
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1.2 Invariance under su(1,1)

There are three particular important transformations, which are associated with the gener-
atorsL0 andL±1. These are infinitesimally given as

L−1 : z 7→ z + ε−1 ,

L0 : z 7→ z + ε0z ,

L1 : z 7→ z + ε1z
2 ,

(1.19)

which are infinitesimal translations, dilatations, and so-called special conformal transfor-
mations, respectively. Their global versions arez 7→ z + b, z 7→ (a/d)z, and z 7→
−z/(cz − 1), which generate the well known Möbius group

z 7→ az + b

cz + d
, a, b, c, d ∈ C , ad− bc = 1 , (1.20)

which are the only conformal automorphisms of the Riemann sphere onto itself. Indeed,
there are three complex parametersεn, n = −1, 0, 1, which allow to impose the condition
ad − bc = 1. The Möbius group is thus the groupSL(2,C)/Z2 = PSL(2,C), i.e. the
group of special linear transformation of the projective complex plane. This can be seen
as follows: The groupSL(2,C) is the set of all2 × 2 matrices

(
a b
c d

)
with determinant

one, which acts on complex two-dimensional vectors
(

z1

z2

)
. Identifying vectors related

by an overall complex scale, only the ratioz = z1/z2 is a free parameter, which indeed
transforms as (1.20). This transformation is cleary invariant under multiplying the matrix
with an overall factor. The determinant condition can fix this invariance only up to a sign,
which explains why we have to divide out aZ2 symmetry.

Together with the analogous anti-holomorphic relations welearn thatL0 + L̄0 gener-
ates time translationsτ 7→ τ +ε, and thatL0− L̄0 generates rotationsσ 7→ σ+ε′. The full
conformal group isC = PSL(2,C) × PSL(2,C) which contains as a subgroupSO(1, 3).
The latter group is what one would naively expect to be the global conformal group on
R

1,1. C is twice as large asSO(1, 3) in terms of real generators. However, if we impose
a reality condition to the independently treated variablesz, z̄ (such that we either obtain
the complex plane or the Minkowski cylinder), the number of generators reduces to that
of SO(1, 3).

The infinitesimal generators of conformal transformationssatisfy the so-called Witt-
algebra, which is the algebra of infinitesimal diffeomorphisms on the cricleS1. Putting
ℓn = −zn+1∂z, we have

[ℓn, ℓm] = (n−m)ℓn+m . (1.21)

We have seen that the conformal group on the Riemann sphere isfinite dimensional. How-
ever, we found that on the Minkowski cylinder (in chiralσ± coordinates, the conformal
group actually isDiff (S1)×Diff (S1), and hence infinite-dimensional. Locally, both sur-
faces admitt an infinite-dimensional algebra. The generators ℓn with n = −1, 0, 1 are
particularly important, since these are the only ones whichcan be integrated to global
transformations on both surfaces. They form the algebrasu(2) or, equivalently,su(1, 1).
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1.3 The Virasoro algebra

Ultimatively, we wish to work with a quantized theory. Conformal transformations are
then generated via commutators with the corresponding Noether charges instead of Pois-
son brackets. The densitiesvz(z)Tzz(z) for vector fieldsvz(z) yield charges

vz 7→ L[v] =
1

2πi

∮

C

v(z)T (z) , (1.22)

which are well defined since the product of the tensorTzz and the vectorvz is a one-
differential over which a contour integral can be taken. This is a representation of the
Witt-algebra of vector fields, and the question arises, whetherL[ℓn] = Ln still satisfies
(1.21).

One should now recall a strange feature of elementary quantum theory. Physical states
correspond to rays in a Hilbert space, not to points, since the phase of the state cannot be
observed experimentally. Therefore, a symmetry may be represented on a Hilbert spaceH
not only linearly, but also projectively, i.e. up to a phase.In the latter case, one says that
the symmetry is anomalous, because a projective symmetry isequivalent to a linear sym-
metry in the central extension of the original symmetry algebra. Indeed, the Witt-algebra
admitts precisely one singel central extension,dimH2(Diff (S1)) = 1. As a general rule,
adding a single central elementĉ to the generatorsLn, we will be able to work with linear
representations. The eigenvaluec of the operator̂c is called the central charge, and labels
the representation. Hence, we expect that the representationL[.] has the algebraic structure

[
L[ℓn], L[ℓm]

]
= L

[
[ℓn, ℓm]

]
+ p(n,m)c1l (1.23)

with p(n,m) a (complex-valued) function and̂c = c1l. The form ofp(n,m) can be de-
termined by making use of the antisymmetry of the commutatorand the Jacobi identity,
which imply

p(n,m) = −p(m,n) ,

(n−m)p(n +m, k) + (m− k)p(m+ k, n) + (k − n)p(k + n,m) = 0 .
(1.24)

The general solution to this equation is

p(n,m) = (an3 + bn)δn+m,0 . (1.25)

We fix a = −b by the requirement that we want to keep thesu(1, 1) symmetry explicitly,
i.e. we wantp(n,m) to vanish forn,m ∈ {−1, 0, 1}. We can do this without loss of
generality by a linear redifinition of the generators. Hence, we arrive at the celebrated
Virasoro algebra,

[Ln, Lm] = (n−m)Ln+m +
ĉ

12
(n3 − n)δn+m,0 , (1.26)

where the choicea = 1/12 is conventional. Mathematically,p(n,m) is a so-called co-
cycle, and (1.24) are the cocycle conditions. Another way tosee why a central extension
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arises is, to consider the norm of states in the Hilbert spaceH. We certainly want that
there exists a (unique) vacuum state|0〉 which should be invariant under global conformal
transformations,Ln|0〉 = 0 for n = −1, 0, 1. Considering the full Virasoro algebra, we
cannot expect the vacuum to be invariant under all local conformal transformations, since
this would be in contradiction to the algebra. In fact,LnL−n|0〉 = L−nLn|0〉 = 0 implies
0 = [Ln, L−n]|0〉 = (2nL0 + ĉ/2

(
n+1

3

)
)|0〉 6= 0 for c 6= 0. To ensure that the vacuum

functional〈0|0〉 is invariant under the action of the Virasoro algebra, it suffices to impose
the smaller set of conditions

Ln|0〉 = 0 ∀n ≥ −1 . (1.27)

Together with (1.15) and (1.26) we can now easily compute thethe two-point function
〈0|T (z)T (w)|0〉 = 〈T (z)T (w)〉,

〈T (z)T (w)〉 = 〈0|
∑

n

Lnz
−n−2

∑

m

Lmw
−m−2|0〉

= 〈0|
∑

m,n

(n−m)Ln+mz
−n−2w−m−2|0〉 +

c

2

∑

n>1

(
n + 1

3

)( z

w

)−n

(zw)−2

=
c

2
z−4

∑

n≥0

(
n+ 3

3

)(w

z

)n

=
c

2

1

(z − w)4
. (1.28)

It follows from this that the central extension of the symmetry algebra amounts to fixing
the norm of states in the Hilbert space.

2. Amplitudes

This section is mainly devoted to some issues which arose from the early studies of dual
amplitudes and which led to the advent of CFT. It might be helpful to understand how
the so-called vertex operators do arise and what kind of objects one ultimatively wants to
compute.

2.1 Planar Amplitudes
Let us consider a scattering amplitude ofN particles with momentak1, . . . ,kN in d-dimensional Minkowski space with
signature(1,−1, . . . ,−1) such thatk2 = −m2. Projecting the scattering process onto a plane such that the external legs
do not intersect, we say that two such scattering amplitudesare equivalent under planar ordering, if there exists a cyclic
relabelling of the external lines mapping one into the other. For example, the inequivalent planar orderings of a four-point
amplitude are(1, 2, 3, 4), (1, 3, 2, 4), (1, 2, 4, 3).

We call a contiguous subset of external lines a planar channel. For example,(1, 2, 3) is a planar channel in the
first of the above planar orderings, and(1, 2) is a planar channel in the first and the last ordering. To each planar channel
(i, i − 1, . . . , j) ≡ (i j) we associate an energy variablesij = (ki + ki+1 + . . . + kj)

2 which gives the energy transfer
from the planar channel to its complement through an intermediate channel. Given such a planar channel, any other planar
channel with at least one external leg in the same position asin the original planar channel is said to overlap. Hence,
to each planar channel(i j) we can associate a whole family of overlapping channels(i′ j′) with momentum transfer
variablessi′j′ . Note that the energies of the overlapping channels act as momentum transfers with respect to the original
planar channel.
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With these definitions at hand, we call an amplitudeAplanar(k1, . . . ,kN ) planar, if and only if

Aplanar(k1, . . . ,kN ) =
∑

planar

orderings

A(ki1 , . . . ,kiN
) , (2.1)

where each of the partial amplitudesA(ki1 , . . . ,kiN
) possesses an infinite number of poles in each planar channel,which

lie on Regge trajectories
J = α(s) = α′s+ α0 ∈ Z+ . (2.2)

The residues at the poles are polynomial in the momentum transfer variables of degree at mostJ .
Applying this axiomatic definition of a planar amplitude to the four-point case, the sum extends over three inequiv-

alent planar orderings,

Aplanar(k1,k2,k3,k4) = A(k1,k2,k3,k4) +A(k1,k3,k2,k4) +A(k1,k2,k4,k3) . (2.3)

The first term allows the two planar channels(1 2) or (2 3). If we puts = s12 andt = s23, the required pole structure of
the first term dictates that it may only depend ons andt, i.e.A(k1,k2,k3,k4) = A(s, t). In a similar way we can conclude
thatA(k1,k3,k2,k4) = A(u, t) with u = s13, because the second term has the planar channels(1 3) and(4 1) ≃ (3 2).
Analogously,A(k1,k2,k4,k3) = A(s, u).

Duality means thatA(s, s′) = A(s′, s) such that the dual four-point amplitude isAplanar(k1,k2,k3,k4) =
A(s, t) +A(t, u) +A(u, s).

=

1

2 3

4 1

3 2

4 1

2 4

3

+

2

s23

1

3

4

+

1

2 3

4

s12

1

2 3

4

1

2 3

4

=   Σ=  Σ

Figure 4: Decomposition of the planar 4-point amplitude into its three different planar orderings,
decomposition of a planar ordering into planar channels.

2.2 The Veneziano amplitude
Let us concentrate on one of the partial amplitudes, sayA(k1,k2,k3,k4) = A(s, t) = A(t, s), which according to our
requirements shall be a meromorphic function ofs for fixed t and vice versa. A particular simple function satisfying these
properties is Euler’s beta function,

B(u, v) =
Γ(u)Γ(v)

Γ(u + v)
=

∞∑

n=0

1

u+ n

(−)n

n!

n∏

ℓ=1

(v − ℓ) =

∞∑

n=0

1

v + n

(−)n

n!

n∏

ℓ=1

(u− ℓ) , (2.4)

where the first series expansion is inu for fixed v, and the second one is inv for fixed u. For fixedu, B(u, v) exhibits
poles wheneverv = −n, n ∈ Z+, and the residue is indeed a polynomial inu of degreen. Therefore, the corresponding
Regge trajectory isv = −α(t) = −α′t− α0, and similarlyu = −α(s) = −α′s− α0. The starting point of string theory,
the famous Veneziano amplitude, is then obtained by setting

A(s, t) = B(−α(s),−α(t)) . (2.5)
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In the days preceeding string theory, physicists developedso-called dual resonance
models to explain the proliferation of hadronic resonances. If we believe in the idea of
duality, we may try to find microscopical physical systems which explain it. In the early
days of dual models, people found that Euler’s beta functionyields a dual amplitude. With
α(s) = α′s+ α0, a dual four-point amplitude, the so-called Veneziano amplitude, reads

Aplanar(k1,k2,k3,k4) = B(−α(s),−α(t)) +B(−α(t),−α(u)) +B(−α(u),−α(s)) ,

(2.6)
wheres, t, u denote the Mandelstam variables, and whereB(u, v) has the integral repre-
sentation

B(−α(s),−α(t)) =

∫ 1

0

dz z−α(s)−1(1 − z)−α(t)−1 . (2.7)

The poles in thes-channel originate from the integration regionz → 0, while the region
z → 1 is responsible for the poles in thet-channel.

But why is such an amplitude a hint towards string theory? This comes about if we try
to interpret the parameterz as some coordinate. It looks as ifz is somehow the distance
between particles 1 and 2, and(1−z) is the distance between partilces 2 and 3. One might
imagine the external legs as living on a line, i.e. the real axis with coordinates0, z, and 1
for particles 1,2, and 3. More generally, let us identify−∞ with +∞ compactifying the
real line to a circleS1 and let us introduce the so-called Koba-Nielsen variableszi which
we associate to every external leg. In this way, an ansatz fora general planarN-point
amplitude satisfying the duality property can be found,

A(k1, . . . ,kN) =

∫

{zi>zj :i>j}

N∏

i=1

dziδ(z1 − za)δ(zN−1 − zb)δ(zN − zc) (2.8)

× (zb − za)(zc − zb)(zc − za)
N−1∏

i=1

(zi+1 − zi)
α0−1

∏

i>j

(zi − zj)
−2α′ki·kj .

Note that we introduced three marked pointza, zb andzc, whose meaning will become clear
below. The region of integration introduces an ordering on the circle, which essentially is
a quantum-mechanical “time-ordering”.

The Koba-Nielsen variables are the simplest solution to therequirement that a planar amplitude be of the form
∫
∏

µ(Xij)
∏

planar

channels

X
−α(sij)−1
ij , (2.9)

such that a variableXij is associated to each planar channel(i j) with the property that forXij → 0 all Xi′j′ → 1 with
(i′ j′) an overlapping channel of(i j). In this way poles never develop in two different channels for the same region of
parameters. The measureµ(Xij) is yet unspecified, but should at least reflect the cyclic permutation symmetry of planar
amplitudes. An ansatz can be found with the Koba-Nielsen variables by simply puttingXij = zi − zj .

The amplitude (2.8), resticted toN = 4 andza = 0, zb = 1, zc = ∞ does indeed reproduce (2.6), if the definition of
the Mandelstam variablessij = (ki+kj)

2 = k
2
i +k

2
j +2ki ·kj is used together with momentum conservation,

∑

i ki = 0,
and the mass shell condition for the lightest particles on the Regge trajectory (the spin zero particles),α′k2

i + α0 = 0.
Note that the general ansatz (2.8) is dual only on the mass shell.
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A very important feature of (2.8) is that it yields a dual amplitude on the mass shell
for arbitrary values ofza, zb, andzc. The reason is that (2.8) isSL(2,R) invariant. This
invariance is just invariance under Möbius transformations (1.20) witha, b, c, d real. The
infinitesimal transformations, i.e. the ones witha, d close to one andb, c close to zero, are

z 7→ z′ = z + ε(α+ βz + γz2) , (2.10)

from which we find the algebra of the generators to form a sub-algebra of the Witt-algebra
(1.21) withn,m ∈ {−1, 0,+1}. Explicitly, ℓ−1 = −∂z, ℓ0 = −z∂z , andℓ1 = −z2∂z.
Now, the reader might convince herself that under such a transformation

{
zi − zj 7→ (zi − zj)(1 + ε[β + γ(zi + zj)]) ,

dzi 7→ dzi(1 + ε[β + 2γzi]) .
(2.11)

It is now convenient to rewrite (2.8) in the following way, where the abbreviationzij =

zi − zj has been used:

A({ki}) =

∫

µ({zi})
∏

i>j

(zij)
−2α′ki·kj

∏

i

(zi+1,i)
α0 , (2.12)

µ({zi}) =
N−2∏

i=2

dzi(zN−1 − z1)(zN − zN−1)(zN − z1)
∏

i

(zi+1,i)
−1 . (2.13)

It follows that the measureµ({zi}) is SL(2,R) invariant, andz1, zN−1, zN are the three
fixed variables. A common choice for them isz1 ≡ za = 0, zN−1 ≡ zb = 1, zN ≡ zc = ∞.
As noted above, this amplitude is dual only on the mass shell,i.e. providedα′k2

i +α0 = 0

and
∑

i ki = 0. Therefore, the external spin zero particles have mass
√

−α0/α′. Since the
Regge slopeα′ is always positive, positiveα0 leads to imaginary mass, i.e. the amplitude
yields the scattering of tachyons. Despite problems with a physical interpretation of this,
one immediately sees that the valueα0 = 1 greatly simplifies (2.8) to

A({ki}) =

∫

{zi>zj :i>j}

N∏

i=1

dziδ(z1 − za)δ(zN−1 − zb)δ(zN − zc)

× (zb − za)(zc − zb)(zc − za)
∏

i>j

(zi − zj)
−2α′ki·kj . (2.14)

It is instructive to explicitly checkSL(2,R) invariance for this compact form of the
planar amplitude. Underz 7→ z′ = (az + b)/(cz + d), we find

{
zi − zj 7→ (zi − zj)[(czi + d)(czj + d)]−1 ,

dzi 7→ dzi[(czi + d)]−2 .
(2.15)

Thus, the net effect of a global Möbius transformation is tomultiply the integrand by
powers ofDi = (czi + d). The measure contributes(Di)

−2 for each variable, whereas the
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kernel contributes the power

−2α′ki ·
(
∑

j 6=i

kj

)
momentum

conservation= −2α′ki · (−ki)
mass

shell= +2 . (2.16)

That provesSL(2,R) invariance of the Veneziano amplitude. Besides the simplification,
the choiceα0 = 1 has other interesting consequences. First of all, the Reggetrajectory
now contains not only the unpleasant tachyon, but also a massless vector, which indicates
the existence of a gauge symmetry. Indeed, the modified amplitude (2.15) is invariant not
only underSL(2,R), but under the whole groupDiff (S1). Fixing α0 = 1 thus enhances
the symmetry of the scattering amplitudes to the full infinite-dimensional Witt-algebra
(1.21) with generatorsℓn = −zn∂z for n ∈ Z.

Duality, i.e. crossing symmetry betweens- andt-channels has given us anSL(2,R)

symmetry. Due to quantum mechanics, no positions for the external particles arise, since
we worked with well-defined momentaki. But duality is somehow incorporated into the
SL(2,R) symmetry acting on the Koba-Nielsen variables defined on thecomactified real
line. What physics is behind all this?

2.3 Vertex operators

Our aim is now to construct a quantum-mechanical system whose vacuum expectation
values (a.k.a. correlation functions) reproduce the dual amplitudes. Thus, we would like
to think ofA({ki}) as the expectation values of some operators representing the particles
in some Fock space. In quantum mechanics, scattering amplitudes are usually described
in terms of theS-matrix operator. Hence, we seek so-calledvertex operatorsV (k, z) in
some Hilbert space whose vacuum expectation values could yield the dual amplitudes

A({ki}) =

∫ N∏

i=1

dzi〈0|V (kN , zN) . . . V (k1, z1)|0〉 . (2.17)

To construct such vertex operators, we first introduce a bosonic Fock space with a vacuum
|0〉 and an infinity of simple harmonic oscillators, i.e. an infinity of pairs of creation and
annihilation operatorsaµ†

n , aµ
n with n ≥ 0 labelling the “modes” andµ = 0, . . . , D−1. As

usual, we require that the vacuum be a highest-weight state,i.e.

aµ
n|0〉 = 0 ∀n ≥ 1, µ , (2.18)

and that the oscillators satisfy standard commutation relations

[aµ
n, a

ν†
m ] = −nδn,mη

µν , (2.19)

with all other commutators vanishing. We further assume hermiticity such that under
conjugation|0〉† = 〈0| andaµ†

n = aµ
−n.
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A basis for the Hilbert space of states is the set of all monomials in creation operators,
aµ1†

n1
. . . aµk†

nk
|0〉. We have a natural gradation on this space by the particle number. So,

aν†
n |0〉 is a basis for one particle states, andaµ†

m a
ν†
n |0〉 for two-particle states, and so on.

Actually, the space generated this way is not a Hilber space,since its norm is not positive
definite. For instance,

∣
∣aµ†

n |0〉
∣
∣
2

= 〈0|aµ
na

µ†
n |0〉 = 〈0|[aµ

n, a
µ†
n ]|0〉 = −nηµµ〈0|0〉 = −nηµµ . (2.20)

Since time has the opposite signature in the metric than space, the statesa0†
n |0〉 have neg-

ative norm forn ≥ 1. This is similar to gauge theories, where the timelike componentA0

of the vector field has negative norm. The way out of this is to decouple such unphysical
states such that computable observables do not violate conservation of probability.

Another issue to take care of concerns the zero mode operators. So faraµ
0 = aµ†

0 ≡ pµ

commutes with everything. It is necessary to introduce its conjugate operator such that the
only non-vanishing commutator is[pµ, qν ] = iηµν . To complete our choice of polarization
(that |0〉 be a highest-weight state), we require that the vacuum carryzero momentum, i.e.
pµ

0 |0〉 = 0.
We are now able to introduce the equivalent of plane waves, namely the “moving

ground states”
|0; k〉 ≡ exp(ikµq

µ)|0〉 (2.21)

with momentumkµ, sincepµ|0; k〉 = kµ|0; k〉. We may apply a Lorentz boost to bring
these states to a stand-still, and therefore we should view the operatorsqµ andpµ = aµ

0 as
the center-of-mass position and momentum. The whole “Hilbert” space is thus spanned
by

H = span

{

(
∏

i∈I

aµi†
ni

)|0; k〉 : N ⊃ I = {n1, . . . nk}, ni+1 ≥ ni

}

. (2.22)

The following picture emerges: The Hilbert space is labelled by the center-of-mass mo-
mentum and by the occupation numbers of the Fourier modes (with n ≥ 1). The bosonic
Fock space we just have constructed is the Fock space of a freeopen string, where each
independent mode of vibrational excitation is quantized asa free oscillator.

In mathematical terms, the Fock space decomposes into a direct sum of Verma mod-
ules. To each valuek ∈ SD−1 we associate a higehst-weight state|0; k〉 on which a Verma
module of some infinite-dimensional Lie algebra is built. Wecan now proceed to identify
the Fubini-Veneziano vertex operatorsV (k, z) in this Fock space. Let us first consider the
string coordinate

Xµ(z) = pµ − 2iα′pµlogz +Xµ
−(z) +Xµ

+(z) , (2.23)

Xµ
−(z) = i

√
2α′
∑

n≥1

aµ
n

n
z−n ,

Xµ
+(z) = −i

√
2α′
∑

n≥1

aµ†
n

n
z−n .
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Note that, up to a different normalization explicitly incorporating the string tensionα′,
this expression is quite – but not completely! – similar to (1.12). Obviously, the Koba-
Nielsen variable acts as a local coordinate on a string with respect to which a Fourier
decomposition of its vibrational modes is made. We have the following vacuum conditions
for the positive and negative modes,

Xµ
−(z)|0〉 = 〈0|Xµ

+(z) = 0 . (2.24)

The reader should work out the following statements explicitly. Using the standard commutation relations of the oscillator
modes, one easily shows that

[Xµ
−(z), Xµ

+(w)] = 2α′
∑

m,n≥1

1

mn
[aµ

n, a
ν†
m ]z−nw−m = −2α′

∑

n≥1

1

n

(w

z

)2

= 2α′log
(

1 − w

z

)

. (2.25)

The result is a function (not an operator) such that we can apply the Baker-Hausdorff formula, i.e.exp(A)exp(B) =
exp(B)exp(A)exp(1

2 [A,B]), to find

exp(i(k1)νX
ν
+(z))exp(i(k2)µX

µ
−(w)) = (w − z)−2α′k1·k2w2α′k1·k2exp(i(k2)µX

µ
−(w))exp(i(k1)νX

ν
+(z)) . (2.26)

The operatorsV6=(k, z) = exp(k · X−(z))exp(k · X+(z)) can be seen to have the expectation values

〈0|V6=(kN , zN) . . . V6=(k1, z1)|0〉 =
∏

i>j

(zi − zj)
−2α′ki·kj

∏

i

(zi)
2α′ki·K̂i (2.27)

with K̂i =
∑

j≤i kj . So far, The second factor spoils this to be of the required form. But we have neglected the zero-
modes. In fact, with the definition

V (k, z) = exp(kµX
µ
−(z))exp[ikµ(qµ − 2iα′pµlogz)]exp(kνX

ν
+(z)) (2.28)

the spoiling factor is cancelled and momentum conservationis automatically implemented leading to the desired vacuum
expectation values

〈0|V (kN , zN ) . . . V (k1, z1)|0〉 =
∏

i>j

(zi − zj)
−2α′ki·kj

∏

i

(zi)
α′k2

i . (2.29)

Note that the second term is now solely due to the non-trivialcommutator of the zero-mode operatorspµ andqµ, and is
not associated to an ordering problem between different vertex operators.

The above definition of our vertex operators can be written ina very simple form with
the use of normal ordering. It is nothing else than the normalordered exponential of a free
field, namely

V (k, z) = :exp(ikµX
µ(z)): , (2.30)

which is just the common normal ordering prescription to move all annihilators right to the
creators and to move momentum right to position, exactly as in (2.28). In the following,
all such expressions will be understood as implicitly normal ordered, even if the :. . .: is
omitted. With these vertex operators we find the correct integral kernel as

〈0|V (kN , zN)

(zN )α′k2

N

. . .
V (k1, z1)

(z1)α′k2
1

|0〉 =
∏

i>j

(zi − zj)
−2α′ki·kj . (2.31)

As they are defined, the vertex operators do not carry any freespace-time indices, and are
thus scalar (spin zero) operators. If the corresponding states lie on a Regge trajectory, we
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must haveα′k2
i + α0 = 0, such that we can indeed reproduce the amplitudes as vacuum

expectation values of a product of vertex operators,

A({ki}) =

∫
(

N∏

i=1

dzi

zα0

i

)

〈0|V (kN , zN ) . . . V (k1, z1)|0〉 . (2.32)

This expression isSL(2,R) invariant by construction, and becomes invariant under the
full Diff (S1), i.e. arbitrary reparametrizations of thez-coordinate for the special value
α0 = 1. Clearly, for this choice ofα0 the measuredz/z is reparametrization invariant. It
is nice to writez = eθ. Then, keeping in mind that the integration measure includes cyclic
orderingzi > zj for i > j, i.e. the step functionΘ(θi − θj), we see thatθ is something like
a time coordinate, and the amplitude can be seen as expectation value of a time ordered
product of operators which create states with momentumki at timesθi.

2.4 The Virasoro-Shapiro amplitude
The planar amplitudes are not the only ones satisfying the duality conditions. If the additional requirement that poles
may only develop in one channel at a time is dropped, Veneziano and Shapiro found a non-planar solution to duality.
Let us concentrate on the four-point amplitudeA(s, t, u), depending on the three Mandelstam variabless = (k1 + k2)

2,
t = (k2 + k3)

2, andu = (k3 + k1)
2. These are related vias + t + u =

∑4
i=1m

2
i , and for the sake of simplicity we

restrict ourselves to the case that all masses are equal,k
2
i = −m2. Again, states on Regge trajectories are labelled by

α(s) = α′s+ α0. Then, Virasoro’s proposal was

A(s, t, u) =
Γ(− 1

2α(s))Γ(− 1
2α(t))Γ(− 1

2α(u))

Γ(− 1
2 [α(s) + α(t)])Γ(− 1

2 [α(t) + α(u)])Γ(− 1
2 [α(u) + α(s)])

. (2.33)

This amplitude is non-planar, but still satisfies duality,A(s, t, u) = A(t, s, u) = A(u, t, s) = A(s, u, t) = A(t, u, s) =
A(u, s, t). Thus, the amplitude is invariant under permutations of theMandelstam variables which means that it is in-
variant under cyclic relabellings of the external legs. Again, this amplitude has an infinity of poles, and their residues are
polynomials of bounded degree. To see this, it is best to use the integral representation

A(s, t, u) =

∫

d2z|z|−α(s)−2|1 − z|−α(t)−2 . (2.34)

This expression is remarkably close to the integral representation of the four-point Veneziano amplitude (2.6 and 2.7),
except that nowz is a complex variable, and that the exponents differ by one. The physical interpretation of this is that this
amplitude refers to a closed string, while the Veneziano amplitude came from an open string.

In the planar (Veneziano) case,z ∈ R andα0 = 1 was a distinguished value for which a massless vector (a photon)
appeared in the spectrum enhancing theSL(2,R) symmetry of the vacuum toDiff (S1). In the non-planar (Virasoro) case,
z ∈ C andα0 = 2 is a special value for which a massless two-tensor (a graviton, a dilaton, and a Kalb-Ramond field)
arises. The symmetry of the vacuum is nowSL(2,C), which forα0 = 2 enlarges toDiff (S1) × Diff (S1). TheSL(2)
symmetry enables us in both cases to fix three of the coordinates to arbitrarily chosen values, usually0, 1, and∞.

In the planar case, we constructed vertex operatorsV (k, z) = :exp(ikµX
µ(z)): with the string coordinate (skipping

the normalization withα′)
Xµ(z) = qµ − ipµ log z + i

∑

n6=0

an

n
z−n . (2.35)

In the non-planar case, we can proceed in a similar fashion inorder to construct vertex operators which reproduce the
dual amplitudes in terms of vacuum expectation values. However, we find that they are now of the formV (k, z, z̄) =
:exp(ikµX

µ(z, z̄)): with the string coordinate of a closed string given by

Xµ(z, z̄) = qµ − ipµ log zz̄ + i
∑

n6=0

an

n
z−n + i

∑

n6=0

ān

n
z̄−n . (2.36)

This is precisely the expression (1.12) we found earlier, where we derived it from the action for the string world-sheet
(provided we identifỹan, so far considered to be independent of thean, with ān). Were it not for the zero mode, we would
have the decompositionXµ(z, z̄) = Xµ(z) +Xµ(z̄) into holomorphic and anti-holomorphic parts. At least the oscillator
modes are doubled such that we will have two copies of the Virasoro algebra as symmetries.
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3. CFT proper

We will now detach ourselves from any string theoretic motivations and consider CFT
solely on its own. As mentioned in section 1.1, we work on the complex plane (or Riemann
sphere) with the holomorphic coordinatez and the holomorphic differential or one-form
dz. A field Φ(z) is called aconformalor primaryfield of weighth, if it transforms under
holomorphic mappingsz 7→ z′(z) of the coordinate as

Φh(z)(dz)
h 7→ Φh(z

′)(dz′)h = Φh(z)(dz)
h . (3.1)

In case that the conformal weighth is not a (half-)integer, it is better to write this as

Φh(z) 7→ Φh(z
′) = Φh(z)

(
∂z′(z)

∂z

)−h

. (3.2)

One should keep in mind that all formulæ here have an anti-holomorphic counterpart.
Since a primary field factorizes into holomorphic and antiholomorphic parts,Φh,h̄(z, z̄) =

Φh(z)Φh̄(z̄), in most cases, we can skip half of the story. Infinitesimally, if z′(z) = z+ε(z)

with ∂̄ε = 0, the transformation of the field is

Φh(z
′)(dz′)h = (Φh(z) + ε(z)∂zΦh(z) + . . .) (dz)h (1 + ∂zε(z))

h . (3.3)

Therefore, the variation of the field with respect to a holomorphic coordinate transforma-
tion is

δΦh(z) = (ε(z)∂ + h(∂ε(z))) Φh(z) . (3.4)

Since this transformation is supposed to be holomorphic inC∗, it can be expanded as a
Laurent series,

ε(z) =
∑

n∈Z

εnz
n+1 . (3.5)

This suggests to take the set of infinitesimal transformationsz 7→ z′ = z + εnz
n+1 as a

basis from which we find the generators of this reparametrization symmetry by considering
Φh 7→ Φh + δnΦh with

δnΦh(z) =
(
zn+1∂ + h(n+ 1)zn

)
Φh(z) . (3.6)

The generators are thus the generators of the already encountered Witt-algebra (1.21),
ℓn = −zn1+∂.

We are interested in a quantized theory such that conformal fields become operator
valued distributions in some Hilber spaceH. We therefore seek a representation ofℓn ∈
Diff (S1) by some operatorsLn ∈ H such that

δnΦh(z) = [Ln,Φh(z)] . (3.7)
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We already have done this in section 1.3, where we discoveredthe Virasoro algebra (1.26),
[Ln, Lm] = (n−m)Ln+m + ĉ

12
(n3 − n)δn+m,0. We once more remark thatsl(2) is a sub-

algebra ofDiff (S1) which is independent of the central chargec. So, we start with con-
sidering the consequences of justSL(2,C) invariance on correlation functions of primary
conformal fields of the form

G(z1, . . . , zN) = 〈0|ΦhN
(zN) . . .Φh1

(z1)|0〉 . (3.8)

We immediately can read off the effect on primary fields from (3.6), which isδ−1Φh(z) =

∂Φh(z), δ0Φh(z) = (z∂ + h)Φh(z), andδ1Φh(z) = (z2∂ + 2hz)Φh(z).

3.1 Conformal Ward identities

Global conformal invariance of correlation functions is equivalent to the statement that
δiG(z1, . . . , zN ) = 0 for i ∈ {−1, 0, 1}. Sinceδi acts as a (Lie-) derivative, we find the
following differential equations for correlation functionsG({zi}),







0 =
∑N

i=1 ∂zi
G(z1, . . . , zN) ,

0 =
∑N

i=1(z∂zi
+ hi)G(z1, . . . , zN ) ,

0 =
∑N

i=1(z
2∂zi

+ 2hizi)G(z1, . . . , zN) ,

(3.9)

which are the so-calledconformal Ward identites. The general solution to these three
equations is

〈0|ΦhN
(zN ) . . .Φh1

(z1)|0〉 = F ({ηk})
∏

i>j

(zi − zj)
µij , (3.10)

where the exponentsµij = µji must satisfy the conditions
∑

j 6=i

µij = −2hi , (3.11)

and whereF ({ηk}) is an arbitray function of any set ofN−3 independent harmonic ratios
(a.k.a. crossing ratios), for example

ηk =
(z1 − zk)(zN−1 − zN)

(zk − zN)(z1 − zN−1)
, k = 2, . . . N − 2 . (3.12)

The above choice is conventional, and mapsz1 7→ 0, zN−1 7→ 1, andzN 7→ ∞. This
remaining function cannot be further determined, because the harmonic ratios are already
SL(2,C) invariant, and therefore any function of them is too. This confirms thatsl(2)

invariance allows us to fix (only) three of the variables arbitrarily. If we compare this
general form (3.10) with the Veneziano amplitudes built from vertex operators as in (2.31),
we find thatµij = −2α′ki · kj andhi = α′k2

i . Thus, we arrive at the very nice result that
the vertex operatorsV (k, z) in (2.30) are primary conformal fields of weightα′k2 = α0.
Since the integral over the Koba-Nielsen variables, i.e. the coordinates of the primary fiels,
is well-defined only forα0 = 1, we learn that a string amplitude (of tachyons) is related
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to a particular simple conformal field theory where all involved conformal fields have
conformal scaling weight one.

Let us rewrite the conformal Ward identities (3.9) as

0 = 〈(δiΦhN
(zN))Φhn−1

(zN−1) . . .Φh1
(z1)〉 + 〈(ΦhN

(zN)(δiΦhn−1
(zN−1)) . . .Φh1

(z1)〉
+ . . .+ 〈(ΦhN

(zN )Φhn−1
(zN−1)(δiΦh1

(z1))〉 , (3.13)

where δiΦh(z) = [Li,Φh(z)] for i ∈ {−1, 0, 1}. We assume that the in-vacuum is
SL(2,C) invariant, i.e. thatLi|0〉 = 0 for i ∈ {−1, 0, 1}. Then (3.13) is nothing else
than 〈0|Li (ΦhN

(zN ) . . .Φh1
(z1)) |0〉 from which it follows that〈0|Li must be states or-

thogonal to (and hence decoupled from) any other state in thetheory fori ∈ {−1, 0, 1}.

In a well-defined quantum field theory, we have an isomorphismbetween the fields in
the theory and states in the Hilbert spaceH. This isomorphism is particularly simple in
CFT and induced by

lim
z→0

Φh(z)|0〉 = |h〉 , (3.14)

where |h〉 is a highest-weight state of the Virasoro algebra. Indeed, since [Ln,Φh] =

(zn+1∂ + h(n + 1)zn)Φh, we find with the highest-weight property of the vacuum|0〉 as
in (1.27) that for alln > 0

Ln|h〉 = lim
z→0

LnΦh(z)|0〉 = lim
z→0

[Ln,Φh(z)]|0〉 = lim
z→0

(
zn+1∂ + (n+ 1)hzn

)
Φh(z)|0〉

= 0 . (3.15)

Furthermore,L0|h〉 = h|h〉 by the same consideration. Thus, primary fields correspond to
highest-weight states. In particular, our vertex operatorsV (k, z) correspond to the highest-
weight states|0,k〉 ≡ limz→0 V (k, z)|0〉. Sincez → 0 in PC

1 corresponds toτ → −∞
on the cylinder, i.e. the world sheet, the above field-state isomorphism is precisely what
physics would suggest to us.

A nice exercise is to apply the conformal Ward identities to atwo-point functionG = 〈Φh(z)Φh′(w). The constraint from
L−1 is that(∂z + ∂w)G = 0, meaning thatG = f(z −w) is a function of the distance only. TheL0 constraint then yields
a linear ordinary differential equation,((z −w)∂z−w + (h+ h′))f(z −w) = 0, which is solved byconst · (z −w)−h−h′

.

Finally, theL1 constraint yields the conditionh = h′. However, we should be carefull here, since this does not
necessarily imply that the two fields have to be identical. Only their conformal weights have to coincide. In fact, we will
encounter examples where the propagator〈h|h′〉 = limz→∞〈0|z2hΦh(z)Φh′(0)|0〉 is not diagonal. Therefore, if more than

one field of conformal weighth exists, the two-point functions aquire the form〈Φ(i)
h (z)Φ

(j)
h′ (w)〉 = (z − w)−2hδh,h′Dij

withDij = 〈h; i|h; j〉 the propagator matrix. The matrixDij then induces a metric on the space of fields. In the following,
we will assume thatDij = δij except otherwise stated.

It is worth noting that the conformal Ward identites (3.9) allow us to fix the two-
and three-point functions completely upto constants. In fact, the two-point functions are
simply given by

〈Φh(z)Φh′(w)〉 =
δh,h′

(z − w)2h
, (3.16)
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where we have taken the freedom to fix the normalization of ourprimary fields. The
three-point functions turn out to be

〈Φhi
(zi)Φhj

(zj)Φhk
(zk)〉 =

Cijk

(zij)hi+hj−hk(zik)hi+hk−hj(zjk)hj+hk−hi
, (3.17)

where we again used the abbreviationzij = zi − zj . The constantsCijk are not fixed
by SL(2,C) invariance and are called thestructure constantsof the CFT. Finally, the
four-point function is determined upto an arbitrary function of one crossing ratio, usually
chosen asη = (z12z34)/(z24z13). The solution forµij is no longer unique forN ≥ 4, and
the customary one forN = 4 is µij = H/3 − hi − hj with H =

∑4
i=1 hi, such that the

four-point functions reads

〈Φh4
(z4)Φh3

(z3)Φh2
(z2)Φh1

(z1)〉 =
∏

i>j

(zij)
H/3−hi−hjF (

z12z34
z24z13

) . (3.18)

Note again thatSL(2,C) invariance cannot tell us anything about the functionF (η), since
η is invariant under Möbius transformations.

3.2 Virasoro representation theory: Verma modules

We already encoutered highest-weight states, which are thestates corresponding to pri-
mary fields. On each such highest-weight state we can construct aVerma moduleVh,c with
respect to the Virasoro algebraVir by applying the negative modesLn, n < 0 to it. Such
states are calleddescendantstates. In this way our Hilbert space decomposes as

H =
⊕

h,h̄ Vh,c ⊗ Vh̄,c ,

Vh,c = span
{
(
∏

i∈I L−ni
|h〉 : N ⊃ I = {n1, . . . nk}, ni+1 ≥ ni

}
,

(3.19)

where we momentarily have sketched the fact that the full CFThas a holomorphic and an
anti-holomorphic part. Note also, that we indicate the value for the central charge in the
Verma modules. We have so far chosen the anti-holomorphic part of the CFT to be simply
a copy of the holomorphic part, which guarantees the full theory to be local. However, this
is not the only consistent choice, and heterotic strings arean example where left and right
chiral CFT definitely are very much different from each other.

A way of counting the number of states inVh,c is to introduce thecharacterof the
Virasoro algebra, which is a formal power series

χh,c(q) = trVh,c
qL0−c/24 . (3.20)

For the moment, we considerq to be a formal variable, but we will later interpret it in
physical terms, where it will be defined byq = e2πiτ with a complex parameterτ living
in the upper half plane, i.e.ℑm τ > 0. The meaning of the constant term−c/24 will also
become clear further ahead.

The Verma module possesses a natural gradation in terms of the eigen value ofL0,
which for any descendant stateL−{n}|h〉 ≡ L−n1

. . . L−nk
|h〉 is given byL0L−{n}|h〉 =
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(h + |{n}|)|h〉 ≡ (h + n1 + . . . + nk)|h〉. One calls|{n}| the level of the descendant
L−{n}|h〉. The first descendant states inVh,c are easily found. At level zero, there exists
of course only the highest-weight state itself,|h〉. At level one, we only have one state,
L−1|h〉. At level two, we find two states,L2

−1|h〉 andL−2|h〉. In general, we have

Vh,c =
⊕

N V
(N)
h,c ,

V
(N)
h,c = span

{
L−{n}|h〉 : |{n}| = N

}
,

(3.21)

i.e. at each levelN we generically havep(N) linearly independent descendants, where
p(N) denotes the number of partitions ofN into positive integers. If all these states are
physical, i.e. do not decouple from the spectrum, we easily can write down the character
of this highest-weight representation,

χh,c(q) = qh−c/24
∏

n≥1

1

1 − qn
. (3.22)

To see this, the reader should make herself clear that we may act on |h〉 with any power
of L−m independently of the powers of any other modeL−m′ , quite similar to the Fock
space of oscillators (2.22). A closer look reveals that (3.20) is indeed formally equivalent
to the partition function of an infinite number of oscillators with energiesEn = n. The
expression (3.22) contains the generating function for thenumbers of partitions, since
expanding it in a power series yields

∏

n≥1

(1 − qn)−1 =
∑

N≥0

p(N)qN (3.23)

= 1 + q + 2q2 + 3q3 + 5q4 + 7q5 + 11q6 + 15q7 + 22q8 + 30q9 + 42q10 + . . . .

3.3 Virasoro representation theory: Null vectors

The above considerations are true in the generic case. But ifwe start to fix our CFT by
a choice of the central chargec, we have to be carefull about the question whether all the
states are really linearly independent. In other words: Mayit happen that for a given level
N a particular linear combination

|χ(N)
h,c 〉 =

∑

|{n}|=N

β{n}L−{n}|h〉 ≡ 0 ? (3.24)

With this we mean that〈ψ|χ(N)
h,c 〉 = 0 for all |ψ〉 ∈ H. To be precise, this statement

assumes that our space of states admitts a sesqui-linear form 〈.|.〉. In most CFTs, this is
the case, since we can define asymptotic out-states (theτ → +∞ limit on the cylinder) by

〈h| ≡ lim
z→∞

〈0|Φh(z)z
2h . (3.25)

This definition is forced by the requirement to be compatiblewith SL(2,C) invariance of
the two-point function (3.16). We then have〈h′|h〉 = δh′,h. The exponentz2h arises due to
the conformal transformationz 7→ z′ = 1/z we implicitly have used. We further assume
the hermiticity conditionL†

−n = Ln to hold.
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The hermiticity condition is certainly fulfilled for unitary theories. We already know from the calculation (1.28) of the
two-point function〈T (z)T (w)〉 that necessarilyc ≥ 0 for unitary theories. Otherwise,‖L−n|0〉‖2 = 〈0|LnL−n|0〉 =
〈0|[Ln, L−n]|0〉 = 1

12c(n
3−n)〈0|0〉 would be negative forn ≥ 2. Moreover, redoing the same calculation for the highest-

weight state|h〉 instead of|0〉, we find‖L−n|h〉‖2 =
(

1
12c(n

3 − n) + 2nh
)
〈h|h〉. The first term dominates for largen

such that againc must be non-negative, if this norm should be positive definite. The second term dominates forn = 1,
from which we learn thath must be non-negative, too. To summarize, unitary CFTs necessarily requirec ≥ 0 andh ≥ 0,
where the theory is trivial forc = 0 and whereh = 0 implies that|h = 0〉 = |0〉 is the (unique) vacuum.

To answer the above question, we consider thep(N)×p(N) matrixK(N) of all possi-
ble scalar productsK(N)

{n′},{n} = 〈h|L{n′}L−{n}|h〉. This matrix is hermitean by definition.
If this matrix has a vanishing or negative determinant, thenit must possess an eigen vector
(i.e. a linear combination of levelN descendants) with zero or negative norm, respectively.
The converse is not necessarily true, such that a positive determinant could still mean the
presence of an even number of negative eigen values. ForN = 1, this reduces to the
simple statementdetK(1) = 〈h|L1L−1|h〉 = ‖L−1|h〉‖2 = 〈h|2L0|h〉 = 2h〈h|h〉 = 2h,
where we used the Virasoro algebra (1.26). Thus, there exists a null vector at levelN = 1

only for the vacuum highest-weight representationh = 0.
We note a view points concerning the general case. Firstly, due to the assumption

that all highest-weight states are unique (i.e.〈h′|h〉 = δh′,h), it follows that it suffices to
analyze the matrixK(N) in order to find conditions for the presence of null states. Note
that scalar products〈h|L{n′}L−{n}|h〉 are automatically zero for|{n′}| − |{n}| 6= 0 due
to the highest-weight property. Secondly, using the Virasoro algebra (1.26), each matrix
element can be reduced to a polynomial function ofh andc. This must be so, since the total
level of the descendantL{n′}L−{n}|h〉 is zero such that use of the Virasoro algebra allows

to reduce it to a polynomialp{n′},{n}(L0, ĉ)|h〉. It follows thatK(N)
{n′},{n} = p{n′},{n}(h, c).

It is an extremely useful exercise to work out the levelN = 2 case by hand. Sincep(2) = 2, The matrixK(2) is the2 × 2
matrix

K(2) =

( 〈h|L2L−2|h〉 〈h|L2L−1L−1|h〉
〈h|L1L1L−2|h〉 〈h|L1L1L−1L−1|h〉

)

. (3.26)

The Virasoro algebra reduces all the four elements to expressions inh andc. For example, we evaluateL1L1L−2|h〉 =
L1[L1, L−2]|h〉 = 3L1L−1|h〉 = 6L0|h〉 etc., such that we arrive at

K(2) =

(
4h+ 1

2c 6h

6h 4h+ 8h2

)

〈h|h〉 . (3.27)

For c, h≫ 1, the diagonal dominates and the eigen values are hence both positive. The determinant is

detK(2) = 2h
(
16h2 + 2(c− 5)h+ c

)
〈h|h〉2 . (3.28)

At levelN = 2, there are three values of the highest weighth,

h ∈
{

0, 1
16

(5 − c±
√

(c− 1)(c− 25))
}

, (3.29)

where the matirxK(2) develops a zero eigen value. Note that one finds two valuesh± for
each given central chargec, besides the valueh = 0 which is a remnant of the level one
null state. The corresponding eigen vector is easily found and reads

|χ(2)
h±,c〉 =

(
2
3
(2h± + 1)L−2 − L2

−1

)
|h±〉 . (3.30)
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This can be generalized. The reader might occupy herself some time with calculating the null states for the next few levels.
Luckily, there exist at least general formulæ for the zeroesof the so-called Kac determinantdetK(N), which are curves in
the(h, c) plane. Reparametrizing with some hind-sight

c = c(m) = 1 − 6
1

m(m+ 1)
, i.e. m = − 1

2

(

1 ±
√

c− 25

c− 1

)

, (3.31)

one can show that the vanishing lines are given by

hp,q(c) =
((m+ 1)p−mq)

2 − 1

4m(m+ 1)
(3.32)

= − 1
2pq + 1

24 (c− 1) + 1
48

(

(13 − c∓
√

(c− 1)(c− 25))p2 + (13 − c±
√

(c− 1)(c− 25))q2
)

.

Note that the two solutions form lead to the same set ofh-values, sincehp,q(m+(c)) = hq,p(m−(c)). With this notation
for the zeroes, the Kac determinant can be written upto a constantαN of combinatorical origin as

detK(N) = αN

∏

pq≤N

(h− hp,q(c))
p(n−pq) ∝ detK(N−1)

∏

pq=N

(h− hp,q(c)) , (3.33)

where we have set〈h|h〉 = 1, and wherep(n) denotes again the number of partitions ofn into positive integers.
A deeper analysis not only reveals null states, where the scalar product would be positive semi-definite, but also

regions of the(h, c) plane where negative norm states are present. A physical sensible string theory should possess a
Hilbert space of states, i.e. the scalar product should be positive definite. Therefore, an analysis which regions of the(h, c)
plane are free of negative-norm states is a very important issue in string theory. As a result, for0 ≤ c < 1, only the discrete
set of points given by the valuesc(m) with m ∈ N in (3.31) and the corresponding valueshp,q(c) with 1 ≤ p < m and
1 ≤ q < m+1 in (3.32) turns out to be free of negative-norm states. In thestring theory lectures, the reader will learn that
the regionc ≥ 25 is particularly interesting, and that indeedc = 26 admitts a positive definite Hilbert space.
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Figure 5: The first few of the lineshp,q(c) where null states exist. They are also the lines where
the Kac determinant has a zero, indicating a sign change of aneigenvalue.

To complete our brief discussion of Virasoro representation theory, we note the fol-
lowing: If null states are present in a given Verma moduleVh,c, they are states which are
orthogonal to all other states. It follows, that they, and all their descendants, decouple
from the other states in the Verma module. Hence, the correctrepresentation module is
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the irreducible sub-module with the ideal generated by the null state divided out, or more
precisley, with the maximal proper sub-module divided out,i.e.

Vhp,q(c),c −→ Mhp,q(c),c = Vhp,q(c),c

/

span{|χ(N)
hp,q(c),c

〉 ≡ 0} , (3.34)

or mathematically more rigorously,Mhp,q(c),c is the unique sub-module such that

Vhp,q(c),c −→ M ′
hp,q(c),c −→Mhp,q(c),c (3.35)

is exact for allM ′. Due to the state-field isomorphism, it is clear that this decoupling
of states must reflect itself in partial differential equations for correlation functions, since
descendants of primary fields are made by acting with modes ofthe stress energy tensor
on them. These modes, as we have seen, are represented as differential operators. The
precise relationship will be worked out further below. Thus, null states provide a very
powerful tool to find further conditions for expectation values. They allow us to exploit
the infinity of local conformal symmetries as well, and underspecial circumstances enable
us – at least in principle – to computeall observables of the theory.

3.4 Descendant fields and Operator product expansion

As we associated to each highest-weight state a primary field, we may associate to each
descendant state a descendant field in the following way: A descendant is a linear com-
bination of monomialsL−n1

. . . L−nk
|h〉. The modesLn were extracted from the stress-

energy tensor via a contour integration (1.18). This suggests to create the descendant field
Φ

(−n1,...,−nk)
h (z) by a successive application of contour integrations

Φ
(−n1,...,−nk)
h (z) = (3.36)
∮

C1

dw1

(w1 − z)n1−1
T (w1)

∮

C2

dw2

(w2 − z)n2−1
T (w2) . . .

∮

Ck

dwk

(wk − z)nk−1
T (wk)Φh(z) ,

where from now on we include the prefactors1
2πi

into the definition of
∮

dz. The contours
Ci all encirclez andCi completely encirclesCi+1, in shortCi ≻ Ci+1.

There is only one problem with this definition,

- =

www
z

z

z

0 0 0

Figure 6: Contour deformation for
OPE calculations.

namely that it involves products of operators. In
quantum field theory, this is a notoriously difficult
issue. Firstly, operators may not commute, sec-
ondly, and more seriously, products of operators at
equal points are not well-defined unless normal or-
dered. As we defined (3.36), we took care to re-
spect “time” ordering, i.e. radial ordering on the complex plane. In order to evaluate
equal-time commutators, we define for operatorsA,B and arbitrary funtionsf, g the den-
sities

Af =

∮

0

dzf(z)A(z) , Bg =

∮

0

dwg(w)B(w) , (3.37)
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where the contours are circles around the origin with radii|z| = |w| = 1. Then, the
equal-time commutator of these objects is

[Af , Bg]e.t. =

∮

C1

dzf(z)A(z)

∮

C2

dwg(w)B(w)−
∮

C2

dwg(w)B(w)

∮

C1

dzf(z)A(z) ,

(3.38)
where we took the freedom to deform the contours in a homologous way such that radial
ordering is kept in both terms. As indicated in the figure five,both terms together result in
the following expression,

[Af , Bg]e.t. =

∮

0

dwg(w)

∮

w

dzf(z)A(z)B(w) (3.39)

with the conour aroundw as small as we wish. The inner integration is thus given by
the singularities of the operator product expansion (OPE) of A(z)B(w). We suppose that
products of operators have an asymptotic expansion for short distances of their arguments.
The singular part of this short-distance expansion determines via contour integration the
corresponding equal-time commutators. For example, with

Tε =

∮

0

dzε(z)T (z) (3.40)

as the general version of (1.18) forε(z) = zn+1, we recognize immediatelyδεΦh(w) =

(ε∂w + h(∂wε))Φh(w) = [Tε,Φh(w)]. If this is to be reproduced by an OPE, it must be of
the form

T (z)Φh(w) =
h

(z − w)2
Φh(w) +

1

(z − w)
∂wΦh(w) + regular terms . (3.41)

To see this, one essentially has to apply Cauchy’s integral formula
∮

dzf(z)(z − w)−n =
1

(n−1)!
∂n−1f(w). Of course, we may also attempt to find the OPE of the stress-energy

tensor with itself from the Virasoro algebra (1.26) in the same way, which yields

T (z)T (w) =
c/2

(z − w)4
1l +

2

(z − w)2
T (w) +

1

(z − w)
∂wT (w) + regular terms . (3.42)

The reader is encouraged to verify that the above OPE does indeed yield the Viraosro
algebra (1.26), if substituted into (3.39).

Note thatT (z) is not a proper primary field of weight two due to the term involving
the central charge. SinceT (z) behaves as a primary field underLi, i ∈ {−1, 0, 1} mean-
ing that it is a weight two tensor with respect toSL(2,C), it is called quasi-primary. One
important consequence of this is that the stress-energy tensor on the complex plane and
the original stress energy tensor on the cylinder differ by aconstant term. Indeed, remem-
bering that the transfer from the complexified cylinder coordinatew to the complex plane
coordinatez was given by the conformal mapz = ew, one obtaines

Tcyl(w) = z2T (z) − c

24
1l , i.e. (Ln)cyl = Ln − c

24
δn,0 . (3.43)
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This explains the appearance of the factor−c/24 in the definition (3.20) of the Virasoro
characters.

The structure of OPEs in CFT is fixed to some degree by two requirements. Firstly,
the OPE is not a commutative product, but it should be associative, i.e.(A(x)B(y))C(z) =

A(x)(B(y)C(z)). The motivation for this presumption comes from the dualityproperties
of string amplitudes. Duality is crossing symmetry in CFT correlation functions, which
can be seen to be equivalent to associativity of the OPE. For example, one may evaluate a
four-point function in several regions, where different pairs of coordinates are taken close
together such that OPEs can be applied. Secondly, the OPE must be consistent with global
conformal invariance, i.e. it must respect (3.16), (3.17),and (3.18). This fixes the OPE to
be of the following generic form,

Φhi
(z)Φhj

(w) =
∑

k

Ck
ij

(z − w)hi+hj−hk
Φhk

(w) + . . . , (3.44)

where the structure constants are identical to the structure constants which appeared in the
three-point functions (3.17). Note that due to our normalization of the propagators (two-
point functions), raising and lowering of indices is trivial (unless the two-point functions
are non-trivial, i.e.Dij 6= δij).

We can divide all fields in a CFT into a few classes. First, there are the primary fieldsΦh corresponding to highest-
weight states|h〉 and second, there are all their Virasoro descendant fieldsΦ

(−{n})
h corresponding to the descendant states

L−{n}|h〉 given by (3.36). For instance, the stress energy tensor itself is a descendant of the identity,T (z) = 1l(−2).
We further divide descendant fields into two sub-classes, namely fields which are quasi-primary, and fields which are not.
Quasi-primary fields transform conformally covariant forSL(2,C) trnasformations only.

General local conformal transformations are implemented in a correlation function by simply inserting the Noether
charge, which yields

δε〈0|ΦhN
(zN) . . .Φh1

(z1)|0〉 = 〈0|
∮

dzε(z)T (z)ΦhN
(zN ) . . .Φh1

(z1)|0〉 , (3.45)

where the contour encircles all the coordinateszi, i = 1, . . . , N . This contour can be deformed into the sum ofN small
contours, each encircling just one of the coordinantes, which is a standard technique in complex analysis. That is equivalent
to rewriting (3.45) as

∑

i

〈0|ΦhN
(zN ) . . . (δεΦhi

(zi)) . . .Φh1
(z1)|0〉 =

∑

i

〈0|ΦhN
(zN ) . . .

(∮

zi

dzε(z)T (z)Φhi
(zi)

)

. . .Φh1
(z1)|0〉 .

(3.46)
Since this holds for anyε(z), we can proceed to a local version of the equality between theright hand sides of (3.45) and
(3.46), yielding

〈0|T (z)ΦhN
(zN ) . . .Φh1

(z1)|0〉 =
∑

i

(
hi

(z − zi)2
+

1

(z − zi)
∂zi

)

〈0|ΦhN
(zN ) . . .Φh1

(z1)|0〉 . (3.47)

This identity is extremely usefull, since it allows us to compute any correlation function involving descendant fields
in terms of the corresponding correlation function of primary fields. For the sake of simplicity, let us consider the correlator
〈0|ΦhN

(zN ) . . .Φh1
(z1)Φ

(−k)
h (z)|0〉 with only one descendant field involved. Inserting the definition (3.36) and using the

conformal Ward identity (3.47), this gives
∮

dw

(w − z)k−1
(3.48)

×
[

〈0|T (z)ΦhN
(zN ) . . .Φh1

(z1)Φh(z)|0〉 −
∑

i

(
hi

(w − zi)2
+

1

(w − zi)
∂zi

)

〈0|ΦhN
(zN ) . . .Φh1

(z1)Φh(z)|0〉
]

.
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The contour integration in the first term encircles all the coordinatesz andzi, i = 1, . . . , N . Since there are no other
sources of poles, we can deform the contour to a circle aroundinfinity by pulling it over the Riemann sphere accordingly.
The highest-weight property〈0|Lk = 0 for k ≤ 1 ensures that the integral aroundw = ∞ vanishes. The other terms are
evaluated with the help of Cauchy’s formula to

Li
−k ≡ −

∮

zi

dw

(w − z)k−1

(
hi

(w − zi)2
+

1

(w − zi)
∂zi

)

=
(k − 1)hi

(zi − z)k
+

1

(zi − z)k−1
∂zi

. (3.49)

Going through the above small-print shows that a correlation function involving descen-
dant fields can be expressed in terms of the correlation function of the corresponding pri-
mary fields only, on which explicitly computable partial differential operators act. Col-
lectingL−k =

∑

i Li
−k yields a partial differential operator (which implicitly depends on

z) such that

〈0|ΦhN
(zN) . . .Φh1

(z1)Φ
(−k)
h (z)|0〉 = L−k〈0|ΦhN

(zN) . . .Φh1
(z1)Φh(z)|0〉 , (3.50)

where this operatorL−k has the explicit form

L−k =
N∑

i=1

(
(k − 1)hi

(zi − z)k
+

1

(zi − z)k−1
∂zi

)

(3.51)

for k > 1. Due to the global conformal Ward identities, the casek = 1 is much simpler,
being just the derivative of the primary field, i.e.L−1 = ∂z. Thus, correlators involving
descendant fields are entirely expressed in terms of correlators of primary fields only. Once
we know the latter, we can compute all correlation functionsof the CFT.

On the other hand, if we use a descendant, which is a null field,i.e.

χ
(N)
h,c (z) =

∑

|{n}|=N

β{n}Φ
−{n}
h (z) (3.52)

with |χ(N)
h,c 〉 orthogonal to all other states, we know that it completely decouples from the

physical states. Hence, every correlation function involving χ(N)
h,c (z) must vanish. Hence,

we can turn things around and use this knowledge to find partial differential equations,
which must be satisfied by the correlation function involving the primaryΦh(z) instead.
For example, the levelN = 2 null field yields according to (3.30) the equation

(
2
3
(2h± + 1)L−2 − ∂2

z

)
〈0|ΦhN

(zN) . . .Φh1
(z1)Φh±

(z)|0〉 = 0 (3.53)

with h± given by the non-trivial values in (3.29).
A particular interesting case is the four-point function. The three global conformal

Ward identites (3.9) then allow us to express derivatives with respect toz1, z2, z3 in terms of
derivatives with respect toz. Every new-comer to CFT should once in her life go through
this computation for the level two null field: If the fieldΦh(z) is degenerate of level two,
i.e. possesses a null field at level two, we can reduce the partial differential equation (3.53)
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for G4 = 〈Φh3
(z3)Φh2

(z2)Φh1
(z1)Φh(z)〉 to an ordinary Riemnann differential equation

0 =

(

3

2(2h+ 1)
∂2

z −
3∑

i=1

(
hi

(z − zi)2
+

1

z − zi
∂zi

))

G4 (3.54)

=

(

3

2(2h+ 1)
∂2

z +

3∑

i=1

(
1

z − zi
∂z −

hi

(z − zi)2

)

+
∑

i<j

h+ hi + hj − εk
ijhk

(z − zi)(z − zj)

)

G4 .

This can be brought into the well-known form of the Gauss hypergeometric equation by
extracting a suitable factorxp(1− x)q fromG4 with x the crossing ratiox = (z−z1)(z2−z3)

(z−z3)(z2−z1)
.

Using the general ansatz (refeq:4pt), we first rewrite the four-point function for the partic-
ular choice of coordinatesz3 = ∞, z2 = 1, andz1 = 0 (i.e. z ≡ x) in the following form,
where we renamedh = h0 to allow consistent labelling:

〈Φh3
(∞)Φh2

(1)Φh1
(0)Φh0

(z)〉 = zp+µ01(1 − z)q+µ20F (z) , (3.55)

µij = (h0 + h1 + h2 + h3)/3 − hi − hj ,

p = 1
6
− 2

3
h0 − µ01 − 1

6

√
r1 ,

q = 1
6
− 2

3
h0 − µ01 − 1

6

√
r2 ,

ri = 1 − 8h0 + 16h3
0 + 48hih0 + 24hi .

The remaining functionF (z) then is a solution of the hypergeometric system2F1(a, b; c; z)

given by

0 =
(
z(1 − z)∂2

z + [c− (a+ b+ 1)z]∂z − ab
)
F (z) , (3.56)

a = 1
2
− 1

6

√
r1 − 1

6

√
r2 − 1

6

√
r3 ,

b = 1
2
− 1

6

√
r1 − 1

6

√
r2 + 1

6

√
r3 ,

c = 1 − 1
3

√
r1 .

The general solution is then a linear combination of the two linearly independent solutions

2F1(a, b; c; z) andz1−c
2F1(a−c+1, b−c+1; 2−c; z). Which linear combination one has

to take is determined by the requirement that the full four-point function involving holo-
morphic and anti-holomorphic dependencies must be single-valued to represent a physical
observable quantity. For|z| < 1, the hypergeometric function enjoys a convergent power
series expansion

2F1(a, b; c; z) =
∞∑

n=0

(a)n(b)n

(c)n

zn

n!
, (x)n = Γ(x+ n)/Γ(x) , (3.57)

but it is a quite interesting point to note that the integral representation has a remarkably
similarity to our expressions of dual string-amplitudes encountered in section two, namely

2F1(a, b; c; z) =
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0

dt tb−1(1 − t)c−b−1(1 − zt)−a , (3.58)
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which, of course, is no accident. However, we must leave thisissue to the curiosity of
the reader, who might browse through the literature lookingfor the keywordfree field
construction.

A further consequence of the fact, that descendants are entirely determined by their corresponding primaries is that wecan
refine the structure of OPEs. Let us assume we want to compute the OPE of two primary fields. The right hand side will
possibly involve both, primary and descendant fields. Sincethe coefficients for the descendant fields are fixed by local
conformal covariance, we may rewrite (3.44) as

Φhi
(z)Φhj

(w) =
∑

k,{n}

Ck
ijβ

k,{n}
ij (z − w)hk+|{n}|−hi−hj Φ

(−{n})
hk

(w) , (3.59)

where the coefficientsβ are determined by conformal covariance. Note that we have skipped the anti-holomorphic part,
although an OPE is in general only well-defined for fields of the full theory, i.e. for fieldsΦh,h̄(z, z̄). An exception is the
case where all conformal weights satisfy2h ∈ Z, since then holomorphic fields are already local.

Finally, we can explain how associativity of the OPE and crossing symmetry are related. Let us consider a four-point
functionGijkl(z, z̄) = 〈0|φl(∞,∞)φk(1, 1)φj(z, z̄)φi(0, 0)|0〉. There are three different regions for the free coordinate
z, for which an OPE makes sense, corresponding to the contractions z → 0 : (i, j)(k, l), z → 1 : (k, j)(i, l), and
z → ∞ : (l, j)(k, i). In fact, these three regions correspond to thes, t, andu channels. Duality states, that the evaluation
of the four-point function should not depend on this choice.Absorbing all descendant contributions into functionsF called
conformal blocks, duality imposes the conditions

Gijkl(z, z̄) =
∑

m

Cm
ij CmklFijkl(z|m)F̄ijkl(z̄|m) (3.60)

=
∑

m

Cm
jkCmliFijkl(1 − z|m)F̄ijkl(1 − z̄|m)

=
∑

m

Cm
jl Cmkiz

−2hjFijkl(
1

z
|m)z̄−2h̄j F̄ijkl(

1

z
|m) ,

wherem runs over all primary fields which appear on the right hand side of the corresponding OPEs. The carefull reader
will have noted that these last equations were written down in terms of the full fields in the so-calleddiagonal theory,
i.e. whereh̄ = h for all fields. This is one possible solution to the physical requirement that the full correlator be a
single-valued analytic function. Under certain circumstances, other solutions, so-called non-diagonal theories, do exist.

Σ Σ= = Σ
m m m

j

k

i
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i j

kl

i j

kl

mmm

Figure 7: The three different ways to evaluate a four-point amplitude, i.e.s- t- andu-channels.

In the full theory, with left- and right-chiral parts combined, the OPE has the folowing structure, where the contributions
from descendants have been made explicit:

Φhi,h̄i
(z, z̄)Φhj ,h̄j

(w, w̄) =
∑

k,{n}

∑

k̄,{n̄}

Ck
ijβ

k,{n}
ij Ck̄

ı̄̄β
k̄,{n̄}
ı̄̄ (z − w)hk+|{n}|−hi−hj (z̄ − w̄)h̄k+|{n̄}|−h̄i−h̄j Φ

(−{n},−{n̄})

hk,h̄k
(w, w̄) . (3.61)

Correlation functions in the full CFT should be single valued in order to represent observables, i.e. physical measurable
quantities. This imposes further restrictions on the particular linear combinations of the conformal blocksFijkl(z|m) in
(3.60). In most CFTs, the diagonal combinationh̄ = h is a solution, but it is easy to see, that the monodromy of a field
Φh,h̄(z, z̄) underz 7→ e2πiz yields the less restrictive conditionh− h̄ ∈ Z, such that off-diagonal solutions can be possible.
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The success story of CFT is much rooted in the following observation first made by Belavin, Polyakov and Zamolod-
chikov [1]: If an OPE of two primary fieldsΦi(z)Φj(w) is considered, which both are degenerated at levelsNi andNj
respectively, then the right hand side will only involve contributions from primary fields, whichall are degenerate at a
certain levelsNk ≤ Ni + Nj . In particular, the sum over conformal familiesk on the right hand side is then always
finite, and so is the set of conformal blocks one has to know. Inparticular, the set of degenerate primary fields (and their
descendants) forms a closed operator algebra. For example,considering a four-point function where all four fields are
degenerate at level two, we find only two conformal blocks foreach channel, which precisely are the hypergeometric func-
tions computed above and their analytic continuations. Even more remarkably, for the special valuesc(m) in (3.31) with
m ∈ N, there are onlyfinitely many primary fields with conformal weightshp,q(c) with 1 ≤ p < m and1 ≤ q < m + 1
given by(3.32). All other degenerate primary fields with weightshp,q(c) wherep or q lie outside this range turn out to be
null fields within the Verma modules of the descendants of these former primary fields. Hence, such CFTs have a finite
field content and are actually the “smallest” CFTs. This is why they are calledminimal models. Unfortunately, they are
not very useful for string theory, but turn up in many applications of statistical physics [4].

4. The free Boson

One particularly important CFT is the theory of massless scalar fields in two dimensions.
We already encountered the string embedding mapXµ, which turned out to be such a field.
We forget now about the space-time indexµ, and call the scalar fieldφ. The action reads
in complex coordinates

S ∝
∫

d2z:∂φ∂̄φ: , (4.1)

leading to the equation of motion∂∂̄φ = 0. A general formal solution to this is the
holomorphic Laurent ansatz

j(z) ≡ ∂φ(z) = −i
∑

n∈Z

anz
−n−1 , (4.2)

wherea0 ≡ p if the reader wishes to compare this with (1.12), which now would read as

φ(z, z̄) = q − iplogzz̄ + i
∑

n 6=0

an

n
z−n + i

∑

n 6=0

ãn

n
z̄−n . (4.3)

After quantization of the theory, the canonical commutators are

[an, am] = nδn+m,0 , [an, ãm] = 0 , [ãn, ãm] = nδn+m,0 , [q, p] = i . (4.4)

In order to evaluate the OPE of two scalar fields, we have to keep normal ordering in mind,
i.e. we always shiftp to the right ofq, andan to the right ofam whenevern > m. With
these conventions, we get

φ(z, z̄)φ(w, w̄) = :φ(z, z̄)φ(w, w̄): − i[p, q]logzz̄ +

[

i
∑

n>0

an

n
z−n, i

∑

m<0

am

m
w−m

]

+ c.c.

(4.5)
Using the commutation relations we find that the oscillator terms are reduced to thec-
function −∑n>0

∑

m<0
1

nm
nz−nw−mδn+m,0 and analogously for the anti-holomorphic

terms, such that we get for the right hand side

:φ(z, z̄)φ(w, w̄): − logzz̄ +
∑

n>0

1

n

(w

z

)n

+
∑

n>0

1

n

( w̄

z̄

)n

,
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which converges for|z| > |w|. Since the product was radially ordered, this is satisfied
such that we find the OPE to be

φ(z, z̄)φ(w, w̄) = log(z − w) + log(z̄ − w̄)
︸ ︷︷ ︸

singular part

+ :φ(z, z̄)φ(w, w̄):
︸ ︷︷ ︸

regular part

. (4.6)

The commutators thus yield the singular part of the OPE forz → w, as they should, while
the regular part is given by the normal ordered product.

This OPE is not what we usually expect in a CFT, but neither is the scalar field a
good conformal field, since it cannot be factorized entirelyinto holomorphic and anti-
holomorphic part. However, its derivatives are proper (anti-)holomorphic conformal fields,
and it is very easy to find the OPE for∂φ from the above expression by differentiation,

∂φ(z)∂φ(w) =
−1

(z − w)2
+ :∂φ(z)∂φ(w): . (4.7)

Since vacuum expectation values of normal ordered productsvanish by definition, the
expectation value of〈∂φ(z)∂φ(w)〉 is immediately read off from (4.7) to be−1/(z−w)2.

Earlier we found the classical energy momentum tensor (1.7), which in our current
notation readsT (z) = −1

2
∂φ(z)∂φ(z). This has to be improved in the quantized theory

by normal ordering. Thus, we define

T (z) ≡ −1
2
:∂φ(z)∂φ(z): = −1

2
lim
z→w

(

∂φ(z)∂φ(z) − −1

(z − w)2

)

. (4.8)

The carefull reader might query at this moment whether we have not mixed different no-
tions of normal ordering here. In fact, we have, but they are known to coincide for the case
of the free boson. With the above definition forT (z), the energy of the vacuum is put to
zero.

We are now in the position to compute further OPEs. Let us start with the OPE of
T (z) with ∂φ(w). SinceT (z) is already normal ordered, we only have to worry about
ordering betweenT (z) and∂φ(w). This is easily achieved with Wick’s theorem, which in
this case simply amounts to

−1
2
:∂φ(z)∂φ(z):∂φ(w) = −1

2

(

:∂φ(z)∂φ(z)∂φ(w): + 2∂φ(z)
−1

(z − w)2

)

. (4.9)

The factor of two in the last term is due to combinatorics: there are two ways to contract.
The field in the last term has yet to be expressed at the coordinatew, which simply means
a Taylor expansion∂φ(z) = ∂φ(w)+(z−w)∂2φ(w)+ 1

2
(z−w)2∂3φ(w)+ . . ., and finally

yields

T (z)∂φ(w) =
1

(z − w)2
∂φ(w) +

1

(z − w)
∂(∂φ(w)) + regular terms . (4.10)

Comparing with (3.41), we conclude that∂φ(w) is a primary conformal field with weight
h = 1.
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In the same way, we can compute the OPE of the energy momentum tensor with itself
and compare it with (3.42). It is left to the industrious reader to verify that the result is

T (z)T (w) =
1/2

(w − w)4
1l +

2

(z − w)2
T (w) +

1

(z − w)
∂T (w) + reg . terms , (4.11)

which identifies the central charge of the free boson theory to bec = 1. It emphasizes that
the central charge is a quantum effect, since it arose due to normal ordering, and we can
rightly guess that the central charge of the bosonic string theory is equal to the number of
free bosonsXµ, i.e.c = D.

The above exercise is also a good training in the applicationof Wick’s theorem. The OPE of the stress-energy tensor
with itself yields an expression of four fields, paired into two normal ordered products. In total, that allows four simple
contractions and two double contractions:

T (z)T (w) = 1
4 :∂φ(z)∂φ(z)::∂φ(w)∂φ(w):

= 1
4 :∂φ(z)∂φ(z)∂φ(w)∂φ(w): + 4 1

4 :∂φ(z)∂φ(w):
−1

(z − w)2
+ 2 1

4

( −1

(z − w)2

)2

= regular +
∑

n

1

n!
(z − w)n:∂n(∂φ(w))∂φ(w):

−1

(z − w)2
+

1/2

(z − w)4
1l

=
1/2

(z − w)4
1l + − 1

2 :∂φ(w)∂φ(w):
2

(z − w)2
+ − 1

2∂:φ(w)∂φ(w):
1

(z − w)1
+ regular , (4.12)

which yields (4.11). In the last line, the Taylor expansion of the field∂φ(z) aroundw was evaluated for the singular terms
only, and2:A∂A: = ∂:AA: was used. As a further check, we can extract the Virasoro algebra from this OPE. To do so, we
write

[Ln, Lm] =

(∮

dz

∮

dw −
∮

dw

∮

dz

)

zn+1T (z)wm+1T (w)

=

∮

dw

∮

w

dzzn+1wm+1T (z)T (w)

=

∮

dw

∮

w

dz

(
c/2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂T (w)

)

=

∮

dwwm+1

(
c

2

1

3!
(∂3zn+1) + 2

1

1!
(∂1zn+1)T (w) + zn+1∂T (w)

)

z=w

=

∮

dwwm+1
( c

12
(n+ 1)n(n− 1)wn−2 + 2(n+ 1)wnT (w) + wn+1∂T (w)

)

=

∮

dw
( c

12
(n+ 1)n(n− 1)wn+m−1 + 2(n+ 1)wn+m+1T (w) + wn+m+2∂T (w)

)

=

∮

dw
( c

12
(n+ 1)n(n− 1)wn+m−1 + 2(n+ 1)wn+m+1T (w) − (2 + n+m)wn+m+1T (w)

)

=
c

12
(n3 − n)δn+m,0 + (n−m)Ln+m , (4.13)

where we have used partial integration (there are no boundary terms here!) in the penultimate line. The second line is of
course due to the deformation of integration contours trickalready discussed in section 3.4 (cf. figure five).

4.1 Vertex operators revisited

The free boson CFT does contain other primary fields, namely the vertex operators. The
scalar fieldφ in (4.3) is not a good conformal field, but its derivatives were. Another way
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to get rid off the unpleasant logarithm is to exponentiate the field. However, we have to
normal order this expression. So, we define

Vk(z, z̄) = :exp(ikφ(z, z̄)): , (4.14)

and compute its OPE with the energy momentum tensor. To do so,we use that the expecta-
tion value〈φ(z, z̄)φ(w, w̄)〉 = −log|z−w|2 as can be seen from the OPE (4.6). With this,
and Wick’s theorem to contract products of normal ordered quantities into fully normal
ordered quantities times expectation values in the usual way,

T (z)Vk(w, w̄) = −1
2
:∂φ(z)∂φ(z):

∞∑

n=0

1

n!
(ik)n:φn:

= −1
2

∞∑

n=0

1

n!
(ik)nn(n− 1)

(z − w)2
:φn−2: +

∞∑

n=0

1

n!
(ik)n n

(z − w)
:∂φ(z)φn−1:

=
k2/2

(z − w)2
Vk(w, w̄) +

1

(z − w)
∂wVk(w, w̄) + reg . terms . (4.15)

The same calculation goes through forT̄ (z̄). Therefore, the vertex operators are primary
fields with conformal weightsh = h̄ = k2

2
. Note thatVk has the same conformal weight

asV−k.
The two-point function of two such vertex operators can be found in many ways, e.g.

by exploitingSL(2,C) invariance, and turns out as

〈Vk(z, z̄)Vk′(w, w̄)〉 = (z − w)−2k2

2 (z̄ − w̄)−2k2

2 δk+k′,0 = |z − w|−k2

δk+k′,0 . (4.16)

More generally,n-point functions of arbitrary vertex operators of the free bosonic CFT
can all be computed with Wick’s theorem, and the result is quite simple, namely

〈
∏

i

Vki
(zi, z̄i)〉 =

∏

i>j

|zj − zi|kikjδP

i ki,0 , (4.17)

provided|zi| > |zj | for i < j. Thus, thesen-point functions are trivially zero unless the
“charge” balance

∑

i ki = 0 is kept, i.e. total momentum is conserved.

The condition
∑

i ki = 0 comes from the existence of a conserved charge. Actually, the operatorj(z) = i∂φ(z) is a
conserved current with zero modea0 = p, as can be infered from its mode expansionj(z) = pz−1 +

∑

n6=0 anz
−n−1 ≡

∑

n anz
−n−1. Since the vacuum was defined in such a way that〈0|p = p|0〉 = 0, it follows that

0 = 〈0|
(←)
p
∏

i

Vki
(zi, z̄i)|0〉

= 〈0|
(→)
p

(
∏

i

Vki
(zi, z̄i)

)

|0〉

=
∑

j

〈0|
∏

i>j

Vki
(zi, z̄i)(pVkj

(zi, z̄i))
∏

i<j

Vki
(zi, z̄i)|0〉

=
∑

j

(kj)〈0|
∏

i

Vki
(zi, z̄i)|0〉 , (4.18)
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where we have indicated the direction in whichp is applied. That is in fact consistent with the operator produkt expansion
of the CFT. Due to global conformal invariance, the only non-vanishing one-point function must be of a field of zero
conformal weight (which in general is the identity). The OPEof two vertex operators can be calculated with Wick’s
theorem or by inserting the mode expansion of the free field and using the Baker-Hausdorff formula. It yields

Vk′(z, z̄)Vk(w, w̄) = :exp(ik′φ(z, z̄))::exp(ikφ(w, w̄)):

= (z − w)
1
2
(k+k′)2− 1

2
k2− 1

2
k′2

(z̄ − w̄)
1
2
(k+k′)2− 1

2
k2− 1

2
k′2

:exp(i(k + k′)φ(w, w̄)): + . . .

= |z − w|2kk′

Vk+k′ (w, w̄) + . . . (4.19)

as its leading term. Therefore, contracting all fields via successive OPEs will finally result in the vertex operatorVK(0, 0),
K =

∑

i ki, which must be of conformal weight zero. (The OPE can only be applied for short distances. However, global
conformal invariance always admitts to achieve this situation by a global translation of all pointszi 7→ zi+Z with |Z| ≫ 1
and a following inversion.)

We learn from this that the two-point function is non-zero only for k′ = −k, meaning that the correct definition of
the in- and out-states is

|k〉 = Vk(0, 0)|0〉 , 〈k| = lim
z→∞

〈0|(Vk(z, z̄))†zk2

z̄k2

= lim
z→∞

〈0|V−k(z, z̄)zk2

z̄k2

, (4.20)

such that〈k′|k〉 = δk,k′ . One says that the fieldV−k(z, z̄) is theconjugatefield of Vk(z, z̄). Note thath(k) = 1
2k

2 =
h(−k) such that conjugate fields have the same conformal weights, as it must be.

4.2 Chiral bosons
The free boson could not be split into holomorphic and anti-holomorphic parts, i.e. into left and right chiral components.
However, we could generalize its mode expansion to

Φ(z, z̄) = qL + qR − i(pLlogz + pRlogz̄) + i
∑

n6=0

(
an

n
z−n +

ãn

n
z̄−n

)

, (4.21)

introducing left and right chiral momenta and center-of-mass coordinates. A consistent choice for the commutators is
[qL, pL] = [qR, pR] = i, with commutators mixing left and right chiral parts vanishing. In this way, we obtain a field
which can be split into left and right chiral components,Φ(z, z̄) = ΦL(z) + ΦR(z̄), with

ΦL(z) = qL − ipLlogz + i
∑

n6=0

an

n
z−n , (4.22)

and analogously forΦR(z̄). These modifications do not change any of our previously obtained results that depended only
on∂φ or ∂̄φ. But in addition, we can now introduce chiral vertex operators, e.g.Vk,L(z) = :exp(ikΦL(z)): which can be
seen to have conformal weighth = 1

2k
2 andh̄ = 0.

To understand the meaning of our modifications, we momentarily translate back to cylinder coordinates, which
gives us

Φ(ξ0, ξ1) = q + 2pξ0 + Lξ1 + oscillators , (4.23)

wherepL = p+ 1
2L andpR = p− 1

2L. The extraξ1 is new, and naively violates our requirement thatΦ be periodic in the
space direction, i.e.Φ(xi0, xi1 + 2π) = Φ(xi0, xi1). We can repair this by imposing a new symmetry on the field, namely
Φ = Φ + 2πL, which must hold for all eigen values of the operatorL as well as for all integer linear combinations of such
eigen values. IfΦ is to possess a non-trivial dependence onξ1, then the eigen values ofL must be quantized on a latticeΛ
with dimΛ = D, the number of free bosons in the theory.

The existence of such a lattice has a natural interpretationin closed string theory. It means that the target space (to
which the string coordinate maps) is not Euclidean or Minkowski flat, but is compactified on aD-dimensional torus. The
string may then wind several times around any of the compactified dimensions before it closes.

Interestingly, the same lattice description can be found bylooking at the chiral vertex operators. Obviously, vertex
operatorsVk,L(z) = exp(ik · ΦL(z)) have integer conformal weigths fork

2 ∈ 2Z. One can prove that the OPE of these
vertex operators is

Vk,L(z)Vk′,L(w) = (z − w)k·k′

Vk+k′,L(w) + reg. terms , (4.24)

which forms a closed operator algebra only if withk andk
′ alsok

′′ = k + k
′ satisfies the condition that its square is

an even integer. If the set of allk, for which a chiral vertex operator with integer conformal weight exists, forms an even
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latticeΛ, then the operator algebra closes and yields an extended chiral symmetry algebra, i.e. an algebra of chiral local
single-valued fields. Chiral local fields are candidates forsymmetry generators, since they admitt well-defined Noether
charge densities. Thus, they admitt additional quantum numbers.

We know that our theory contains states|pL,pR〉 which are highest-weight states with respect to the Virasoro
algebra. Skipping normal ordering signs, these states are created by applying vertex operatorsVpL,pR

(z, z̄) = exp(ipL ·
ΦL(z))exp(ipR·ΦR(z)) to the vacuum and lettingz, z̄ both tend to zero, such thatexp(ipL·ΦL(0))exp(ipR·ΦR(0))|0〉 =
exp(ipL · qL + ipR · qR)|0〉. Locality with respect to the chiral vertex operators of theextended chiral algebra requires
thatk · pL ∈ Z andk · pR ∈ Z. Thus, the only possible momenta that the theory admitts must be elements of the dual
latticeΛ∗, which is defined asΛ∗ = {p : p · k ∈ Z ∀k ∈ Λ}.

4.3 OPEs and path integrals

Our discussion of the free massless scalar field theory started from classical consideration
and went on towards a quantized theory. During this procedure, we were a bit sloppy
translating identities valid for classical fields into operator identities. With the latter we
mean equations written down for operatorsm, which are implicitly understood to hold only
when evaluated within expectation values. In the path integral formalism, an expectation
value is defined by

〈F [φ]〉 =

∫

(Dφ)exp(−S[φ])F [φ] (4.25)

whereF [φ] is an arbitrary functional of the fieldφ, andS[φ] = 1
2πα′

∫
d2z∂φ∂̄φ. The

operator equations of motion are then found by the variationprincipleδ〈F [φ]〉 = 0 in the
following way:

0 =

∫

(Dφ)
δ

δφ(z, z̄)
exp(−S)F [φ]

= −
∫

(Dφ)exp(−S)
δS

δφ(z, z̄)
F [φ]

= −〈 δS

δφ(z, z̄)
F [φ]〉

= 1
πα′ 〈∂∂̄φ(z, z̄)F [φ]〉 , (4.26)

provided thatF [φ] does not contain an insertion at the point(z, z̄). Since this holds for
any such insertion, the condition〈∂∂̄φ(z, z̄)F [φ]〉 = 0 is usually refered to in the form of
the operator equation of motion∂∂̄φ(z, z̄) = 0.

What happens ifF [φ] does contain such an insertion at a point coincident with(z, z̄) ?
The calculation is as above, except that the variation is applied toF [φ] as well. Therefore,
if we takeF [φ] = φ(z′, z̄′)G[φ], we find

0 =

∫

(Dφ)
δ

δφ(z, z̄)
(exp(−S)φ(z′, z̄′)G[φ])

= −
∫

(Dφ)exp(−S)
(

1
πα′∂∂̄φ(z, z̄)φ(z′, z̄′) + δ2(z − z′, z̄ − z̄′)

)
G[φ]

= 1
πα′ 〈∂∂̄φ(z, z̄)φ(z′, z̄′)G[φ]〉 + 〈δ2(z − z′, z̄ − z̄′)G[φ]〉 , (4.27)

provided again that all other insertionsG[φ] are located away from(z, z̄). it follows that the
equation of motion holds except at coincident points. Thus,we find the operator equation
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of motion
∂z∂z̄φ(z, z̄)φ(z′, z̄′) = −πα′δ2(z − z′, z̄ − z̄′) . (4.28)

So far, we have not thought about normal ordering, which we should do if we consider
products of operators at coinciding points. Usually, the normal ordered product is required
to behave exactly like a classical object, i.e. we want to recover the equation

∂z∂z̄:φ(z, z̄)φ(z′, z̄′): = 0 . (4.29)

Recalling that∂∂̄log|z|2 = 2πδ2(z, z̄), one immediately sees that this can be satisfied with
the definition

:φ(z, z̄)φ(z′, z̄′): = φ(z, z̄)φ(z′, z̄′) + α′

2
log|z − z′|2 , (4.30)

which we may turn around to read off the OPE of two scalar fields. As it happens, this
definition of normal ordering yields exactly the same resultas our earlier prescription
defined in terms of oscillator modes, (4.6). The reader should keep in mind, that this is not
necessarily the case.

5. Ghost systems

Another very important family of CFTs are the so-called ghost systems. Mathematically,
they are the CFT description of the complex analysis ofj-differentials. Thus, one starts
with considering a pair of anti-commuting fieldsb(z) andc(z) with conformal weightsj
and1 − j respectively. Indeed,b(j) = b(z)(dz)j andc(1−j) = c(z)(dz)1−j are invariant
under conformal transformations providedb(z) transforms asb(z′) = b(z)(dz′/dz)−j and
analogously forc(z).

Altough we will see in a moment that the resulting CFT is not unitary, it possesses a
natural scalar product defined via

〈b(j), c(1−j)〉 =

∮

b(z)c(z)dz =

∮

b(z)(dz)jc(z)(dz)1−j . (5.1)

If 2j ∈ Z, these fields make sense as chiral fields, meaning that they behave benign under
the monodromyz 7→ e2πiz, aquiering nothing more than a sing (forj half-integer). Under
these circumstances, they possess a mode expansion

b(z) =
∑

n∈Z

bnz
−n−j , i.e. bn =

∮

dzb(z)zn+1 , (5.2)

and analogously forc(z). Since the fields are anti-commuting their modes satisfy the
relations

{bm, cn} = δm+n,0 , (5.3)

with all other anti-commutators vanishing.
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Let us first extract some general information such as the equations of motion. The
action of thebc system is given by

S = 1
2π

∫

d2z b(z)∂̄c(z) , (5.4)

which is conformally invariant by construction due toj + (1 − j) = 1. The operator
equations of motion may be obtained in the same way as in section 4.3 without any com-
plications, and are







∂̄c(z) = ∂̄b(z) = 0 ,

∂̄b(z)c(z′) = 2πδ2(z − z′, z̄ − z̄′) ,

∂̄b(z)b(z′) = ∂̄c(z)c(z′) = 0 .

(5.5)

Since we have not yet fixedj and therefore do not know whether we have a well-defined
mode expansion, we define normal ordering by requiering thatnormal ordered objects
behave classically. Recalling that∂̄z−1 = ∂z̄−1 = 2πδ2(z, z̄), we find that the normal
ordered product :bc: must read

:b(z)c(z′): = b(z)c(z′) − (z − z′)−1 . (5.6)

Again, we may turn this around to identifiy the sinigular partof the corresponding OPE.
Combinatorically, normal ordering for the ghost system is much the same as for the free
scalar field, i.e. goes with Wick’s theorem, except that interchanging two fields may result
in sign flips. Therefore, when contracting two fields, one should first anti-commute them
until they are next to each other, where each anti-commutation flips the sign. We thus
obtain the following OPEs, wherex ∼ y means thatx is equal toy upto regular terms:

b(z)c(w) ∼ 1

z − w
, c(z)b(w) ∼ 1

z − w
,

b(z)b(w) = O(z − w) , c(z)c(w) = O(z − w) .
(5.7)

Note that there are two sign flips in the second OPE, one from anti-commuting, and one
due toz ↔ w. The last both OPEs are actually not only holomorphic, but they have a zero
due to anti-symmetry (Pauli principle: expectation valueswith two identical fermions at
the same place must vanish).

The stress energy tensor is obtained via Noether’s theorem with respect to world sheet
transformationsδz = ε(z), under whichδb = (ε∂+j(∂ε))b andδc = (ε∂+(1−j)(∂ε))c,
such that

T (z) = (1 − j):(∂b)c: − j:b(∂c): , T̄ (z̄) = 0 . (5.8)

The interested reader should work our the OPE ofT (z) with the fieldsb(w) andc(w) to
verify that they have the expected form (3.41). Also, the OPEof T (z) with T (w) is not
hard to work out, it has the standard form (3.42) and it reveals the conformal anomaly to
be

c = cbc = −2(6j2 − 6j + 1) < 0 for j ∈ R − [1
2
(1 − 1√

3
), 1

2
(1 + 1√

3
)] , (5.9)
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which is clearly negative for all (half)-integerj exceptj = 1
2
. Obviously, this CFT is

purely holomorphic (or actually meromorphic). Of course, there exists a completely anal-
ogous anti-holomorphic CFT with actionS = 1

2π

∫
d2zb̄∂c̄. But as it stands, this is a theory

which is completely left-chiral, the right-chiral part being the trivial CFT withc = 0.
Thebc system admitts aghost numbersymmetryδb = −iεb, δc = iεc. It stems from

the globalU(1) symmetry of the action under the transformationb(z) 7→ exp(−iα(z))b(z),
c(z) 7→ exp(iα(z))c(z) for arbitrary holomorphicα(z). The corresponding Noether cur-
rent is simplyj(z) = −:bc:(z). Thus we may expect to have a quantum number with
respect to the corresponding conaserved Noether charge, the ghost number. Again, it is
defined for the left-chiral sector, and an analogous definition holds for the right-chiral sec-
tor, both being separately conserved. If one computes the OPE of T with j, one finds
that

T (z)j(w) ∼ 1 − 2j

(z − w)3
+

1

(z − w)2
j(w) +

1

(z − w)
∂wj(w) , (5.10)

meaning thatj(w) is not a primary conformal field. Under conformal mappings,j(w) thus
transforms as

δj(w) =
(
−ε(w)∂w − (∂wε(w)) + 1

2
(2j − 1)∂2

w

)
j(w) . (5.11)

One particular case isj = 1−j, i.e.j = 1
2
. The central charge (5.9) is thenc = 1. It is

customary, to use the notionb = ψ, c = ψ̄ in this case. It is then easy to see that this CFT
can be split into two identical copies by writingψ = 1√

2
(ψ1 +iψ2) andψ̄ = 1√

2
(ψ1 − iψ2),

such that

S = 1
4π

∫

d2z
(
ψ1∂̄ψ1 + ψ2∂̄ψ2

)
, (5.12)

T = −1
2
(ψ1∂ψ1 + ψ2∂ψ2) . (5.13)

Each of theψi theories has central chargec = 1
2
, and can be recognized as the CFT of a

free fermion. This theory corresponds to the casem = 3 in (3.31) and is the first non-
trivial example of a so-calledminimal model, which are CFTs with only finitely many
Virasoro conformal families (primaries with all their descendants). It will not concern
us further, but it should at least be noted that it possesses only three primary fields of
conformal weightsh1,1 = h2,3 = 0, h1,2 = h2,2 = 1

16
, andh2,1 = h1,3 = 1

2
according to

(3.32), which prefectly coincides with the two order parameters of the two-dimensional
Ising model (plus the identity), the spinσ and the energyǫ, and their critical exponents.
Another important value isj = 2, for which we getcbc = −26, and which is important in
bosonic string theory.

5.1 βγ systems
We can redo everything from the last section with a pair of fields β(z) andγ(z), which behave exactly as in thebc
system except that they arecommuting. The only differences are that the OPEs now readβ(z)γ(w) ∼ −(z − w)−1 and
γ(z)β(w) ∼ (z − w)−1. Note the differing sign. The stress energy tensor looks exactly as in thebc system, but the
different sign under commutation yields now the central chargecβγ = 2(6j2 − 6j + 1) = −cbc. The system withj = 3

2
hascβγ = 11 is important for the superstring.
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5.2 Mode expansions

We will assume for now thatj ∈ Z. Then we have well-defined mode expansions (5.2),
i.e.

b(z) =
∑

n∈Z

bnz
−n−j , c(z) =

∑

n∈Z

cnz
−n−(1−j) . (5.14)

The anti-commutators can be obtained from the OPE, and turn out to be{bm, cn} = δm+n,0

with all other anti-commutators vanishing. It seems sensible to impose highest-weight
conditions, and to consider states which are annihilated byall modesbn and cn′ with
n, n′ > 0. But what about the zero modes? It turns out that we have now pairs |+〉, |−〉 of
highest-weight states with the properties







b0|−〉 = 0 , b0|+〉 = |−〉 ,
c0|−〉 = |+〉 , c0|+〉 = 0 ,

bn|−〉 = bn|+〉 = cn|−〉 = cn|+〉 , n > 0 .

(5.15)

We may construct Verma modules on these highest-weight states by acting with the modes
b−n andc−n′ with n > 0. We now have to fix notation by convention, saying thatb0 be an
annihilator, and thatc0 be a creator. This singles out|−〉 as the ghost vacuum|0〉(−). Note,
however, that for consistency we must require that(+)〈0| = (−)〈0|c0 be the correct out-
vacuum such that(+)〈0|0〉(−) = 1. In this way we guarantee that the conditions defining
the in-vacuum|0〉(−) are dual to those defining the out-vacuum(+)〈0|. However, this is a
further example for the situation that the “metric on field space”, the two-point structure
constants〈α|β〉 = Dαβ is not diagonal.

Let us now introduce a grading or particle number operator, the ghost number operator
Ng for the resulting Fock space. We define its action on the vacuaasNg|0〉(∓) = ∓1

2
|0〉(∓),

and further define that it counts the modes asNg(bn) = −bn andNg(cn) = +cn. This
definition is cooked up in such a way that the scalar product (5.1) is non-vanishing only if
the total ghost number is zero. For instance,(−)〈0|0〉(−) = 0 since the total ghost number
isNg = −1. Indeed,|0〉(−) = b0|0〉(+), and sinceb†0 = b0, we see that(−)〈0|b0 = 0.

Next, we consider the mode expansion ofT (z). Since the stress energy tensor is made
up from thebc system, its Virasoro modes will have the form

Lm ∝
∑

n∈Z

(mj − n):bncm−n: + δm,0Nbc , (5.16)

where there might be an additional term due to normal ordering, which can only be a con-
stant since the anti-commutators arec-numbers. Note that this is mode normal ordering,
i.e. normal ordering of creation operators left to annihilation operators, which should not
be confused with field normal ordering. The constantNbc is easily computed by checking
the consistency condition that

2L0|−〉 = [L1, L−1]|−〉 = (jb0c1)((1 − j)b−1c0)|−〉 = j(1 − j)|−〉 !
= 0 . (5.17)
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Thus, we learn thatNbc = 1
2
j(1 − j) amd hence

Lm =
∑

n∈Z

(mj − n):bncm−n: + 1
2
j(1 − j)δm,0 . (5.18)

The non-vanishing constantNbc hints at the fact that mode normal ordering and field nor-
mal ordering are not identical in the ghost system. One can show that the difference
amounts to

(:b(z)c(z′):)field ordering − (:b(z)c(z′):)mode ordering =
1

(z − z′)

(( z

z′

)1−j

− 1

)

. (5.19)

The reader should convince herself that the corresponding ordering constantNφ in the free bosonic CFT is zero, i.e. that
the Virasoro modes are given simply by

Lm = 1
2

∑

n∈Z

:am−nan: (5.20)

without an additional termNφδn,0. This can be done in complete analogy to the ghost system, i.e. by checking that
L0|0〉 = 1

2 [L1, L−1]|0〉 = 0. The fact that there is no ordering constant is coincident with the fact that mode normal
ordering and field normal ordering are equivalent for the free bosonic theory.

Let us return to the ghost number currentj = −:bc: with its charge

Ng = 1
2πi

∫ 2π

0

dwjcyl(w) =
∑

n>0

(c−nbn − b−ncn) + c0b0 −
1

2
, (5.21)

which indeed satisfies[Ng, bn] = −bm and[Ng, cn] = +cn. It therefore counts the number
of c excitations minus the number ofb excitations of a given state. The constant is neces-
sary to reproduce our definition of the action ofNg on the ground statesNg|∓〉 = ∓1

2
|∓〉.

Note that we have defined the ghost number for the physically relevant cylinder (the
string world-sheet). Since the ghost current is not a primary field, the translation to the
complex plane has to be performed carefully. Recalling thatz = ew, we find

(∂zw)jcyl(w) = j(z) + (j − 1
2
)(∂2

zw)/(∂zw) = j(z) + (j − 1
2
)z−1 . (5.22)

This is quite similar to the effect that the zero mode of the Virasoro algebra,L0, receives a
shift by−c/24 when we map the theory from the cylinder to the complex plane.Thus, the
ghost number also receives a shift, namelyNg,plane =

∮
dzj(z) = Ng+Qj withQj = j−1

2
.

The above definitions led to unusual vacuum states, which arenot theSL(2,C)-invariant
vacua introduced earlier. This disadvantage is the price paid for treating the ghost system
in a way where ordering prescriptions are more or less independent of the spinj of the
system.

5.3 Ghost number and zero modes

The above approach is sometimes not useful, especially if a particular ghost system is
considered. Then, it is more natural to use theSL(2,C)-invariant vacuum. Let us now be
specific and putj = 2. For this value, thebc system thus consists out of a spin-two field
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and a vector field, and has central chargec = −26. The string lectures will tell us, that this
ghost system is particularly important for the bosonic string.

The mode expansions read in this specific case simply

b(z) =
∑

n

bnz
−n−2 , c(z) =

∑

n

cnz
−n+1 . (5.23)

We now wish to reproduce the canonical field normal ordering by a mode normal ordering
prescription. The natural way to do this for a chiral local field Φh(z), 2h ∈ Z, with mode
expansionΦh(z) =

∑

n φnz
−n−h is to call all modes withn > −h annihilators, and all

other modes creators, i.e. by imposing highest weight conditionsφn|0〉 = 0 for n > −h.
In our example, we thus would like to impose

bn|0〉 = 0 ∀ n ≥ −1 , cn|0〉 = 0 ∀ n ≥ 2 . (5.24)

In this way, the vacuum|0〉 is indeed theSL(2,C)-invariant vacuum. The corresponding
conditions for the out-vacuum then read

〈0|b−n = 0 ∀ n ≥ −1 , 〈0|c−n = 0 ∀ n ≥ 2 . (5.25)

But now, we have to keep in mind that the modesb−n are conjugate to the modescn,
since we have the canonical commutation relations{bn, cm} = δn+m,0. Both highest-
weight conditions together tell us that the three modesb−1, b0, b0 are annihilators in both
directions, i.e. they annihilate to the right as well as to the left. On the other hand, the three
modesc−1, c0, c1 are creators in both directions, i.e. they neither annihilate to the right nor
to the left.

As a consequence, we find that〈0|0〉 = 〈0|{b0, c0}|0〉 = 0. Even more strangely, also
〈0|ci|0〉 = 0 for i ∈ {−1, 0, 1}. In fact, the first non-vanishing expression is〈0|c−1c0c1|0〉,
i.e. we need at least threec-modes. One sees this by inserting a one in the form1 =

{bi, c−i} for i ∈ {−1, 0, 1}. For example,〈0|c0c1|0〉 = 〈0|{b1, c−1}c0c1|0〉 = 0. Of
course, this does not anylonger work for the correlator〈0|c−1c0c1|0〉, since we are forced
to insert the one as1 = {bn, c−n} with n > 1, which does not annihilate anymore. The
threec-modes are necessary to eat up the three zero modes of the fieldb(z). One might
hide them in a redefinition of the out-vacuum as〈0̃| = 〈0|c−1c0c1 such that〈0̃|0〉 = 1.

We therefore find that the ghost system correlators can only be non-zero, if the total
ghost number, i.e. the number ofc-fields minus the number ofb-fields is exactly three,
Ng = #c − #b = 3. The reader should note that this differs from our discussion in the
preceeding section, since we made a different choice of vacuum. The vacuum used now is
the physical vacuum.

5.4 Correlation functions

The above discussion can immediately applied to calculate correlation functions of thebc
ghost system. We already know that, for instance,〈c(z)c(w)〉 = 0. The first non-trivial
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correlator is

〈c(z1)c(z2)c(z3)〉 = 〈0|
∑

n

∑

m

c−nz
+n+1
1 cn−mz

−(n−m)+1
2 cmz

−m+1
3 |0〉

=
∑

n≤−1

∑

m≤1

〈0|c−nz
+n+1
1 cn−mz

−(n−m)+1
2 cmz

−m+1
3 |0〉 , (5.26)

where we inserted the mode expansion and used the highest-weight condition of the vac-
uum states. There are only two summations here, since the total level (with respect to the
L0 grading) must be zero, which fixes the mode of the third field, if the modes of the other
two fields are given. Since all the modesck anti-commute with each other, it is easy to see
that the only non-vanishing choices arem,n ∈ {−1, 0, 1}. This leads to the six terms

〈0|
(
c−1c1c0z

2
1z3 + c−1c0c1z

2
1z2 + c0c−1c1z1z

2
2

+ c0c1c−1z1z
2
3 + c1c−1c0z

2
2z3 + c1c0c−1z2z

2
3

)
|0〉 (5.27)

= 〈0|c−1c0c0
(
−z2

1z3 + z2
1z2 − z1z

2
2 + z1z

2
3 + z2

2z3 − z2z
2
3

)
|0〉 ,

where the signs come from anti-commuting the modes. Collecting terms results in the
simple expression

〈c(z1)c(z2)c(z3)〉 = (z1 − z2)(z1 − z3)(z2 − z3) , (5.28)

which indeed satisfies the Pauli principle. In the same manner, all correlation functions
can be obtained. Firstly, it is clear that an arbitrary correlation function must have first
order zeroes for each pair of coordinates, where twoc-fields coinicde. The same is true
for each pair of coordinates, where twob-fields approach each other. Only when ac-field
approaches ab-field, the singular OPE (5.7) will lead to a first order pole. The only non-
trivial feature is that the number ofc-fields must exceed the number ofb-fields by precisely
three. Thus, in all generality we find

〈0|
p
∏

i=1

c(zi)

q
∏

j=1

b(wj)|0〉 =
∏

i<i′

(zi − zi′)
∏

j<j′

(wj − wj′)
∏

i,j

(zi − wj)
−1δp,q+3 . (5.29)

6. N=1 supersymmetric CFT

The bosonic string, although a very nice toy model, is not very suitable to describe the
physics of our universe. This is partially due to the existence of the unphysical tachyons.
However, there exist other string theories, which make use of the principle of super-
symmetry to arrive at a particle spectrum which is closer to phenomenology. The prin-
ciples and basics of supersymmetry will be explained in Jan Plefkas lectures, and are
therefore not to be found here.

Supersymmetry can be introduced to the string in two different ways, namely as super-
symmetry in the target space (the space-time we live in), or supersymmetry on the world
sheet, spanned by the moving string. CFT lives on this world sheet, and hence string
people consider supersymmetric CFTs. We will collect here afew basics on the simplest
supersymmetric CFT.
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6.1 Fermionic Currents

We already might have developed a feeling that integer conformal weights are something
special, since fields with integer conformal weights are local and single valued seperately
in their holomorphic as well as their anti-holomorphic part. In fact, we can take only one
such part and still have a perfectly well behaved conformal field. An example for this is
the stress-energy tensor, which has scaling dimension two (although it is not a conformal
field, but only quasi-primary). Let us assume that we have such a chiral field J(z) with
conformal weighth ∈ Z+. Such a field has a mode expansion

J(z) =
∑

r

z−r−hJr , Jr =

∮

dzzr+h−1J(z) . (6.1)

Since the field is supposed to be conformal (or primary), its OPE with the stressr-energy
tensor is of the form (3.41). Extracting the commutator of the modesJr with the Virasoro
generators from it yields

[Ln, Jr] = (h(h− 1) − r)Jr . (6.2)

It follows that acting withJr om a state decreases the conformal weight of this state by
r. Thus, the modes respect theL0 grading, and can be added to the symmetry algebra. If
the commutators[Jr, Js] are known, they, the Virasoro algebra and (6.2) form a so-called
extended chiral symmetry algebra, andJ(z) is called acurrent.

Physicists tend to treat fermions on the same footing as bosons, in particular when
supersymmetry is involved. It is therefore desirable to check whether we can relax the
conditions for chiral fields a bit and allow the conformal weight h to be half-integer. We
immediately are then faced with the question over which range the mode indexr should
run. Two possibilities easily come to mind, namelyr ∈ Z andr ∈ Z + 1

2
, i.e. r integer

or r half-integer. Plugging this into (6.1), we see that underz 7→ e2πiz, the currentJ(z)

transforms in the following way:

J(e2πiz) =
∑

r∈Z+ǫ 1

2

(e2πiz)−r−hJr = −(−)ǫJ(z) (6.3)

for ǫ = 0, 1 andh half-integer. Therefore, half-integer modes lead to periodic boundary
conditions, while integer modes yield anti-periodic boundary conditions. Anti-periodic
boundary conditions mean that the field introduces a branch cut of order two in the com-
plex plane. Remembering that we originally come from the cylinder as the string world
sheet, we see that the monodromy refers to the boundary conditions with respect to our
compactified space coordinateσ.

However, the reader should keep the following in mind: If we go back from the com-
plex plane to the cylinder via a conformal transformation (remember thatz = ew), we
aquire a factor(∂ log(z)

∂z
)−h such that

Jcyl(w) = zhJ(z) . (6.4)
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If the conformal weighth is half-integer, we learn that the periodicity changes. Thus,
it is better to call the choice of the modes by a name in order toavoid confusion when
talking about periodicity. Half-integer modes define the so-calle Neveu-Schwarzsector
of the CFT, while integer modes define theRamondsector of the theory. The following
picture emerges:

Modes PlaneC CylinderR × S1

Neveu-Schwarz r ∈ Z + 1
2

periodic anti-periodic
Ramond r ∈ Z anti-periodic periodic

6.2 The N=1 Algebra

The simplest supersymmetric CFT is generated by theN = 1 superconformal algebra.
This algebra consists of the Virasoro generators of the stress-energy tensorT (z), and an
additional supersymmetric partnerTF (z) to it, which has conformal weighth = 3

2
. To-

gether, they form a closed operator algebra, meaning that the singular parts of their OPEs
only involve (derivatives of) the fieldsT andTF . The complete set of OPEs reads

T (z)T (w) ∼ c/2

(z − w)4
1l +

2

(z − w)2
T (w) +

1

z − w
∂T (w) ,

T (z)TF (w) ∼ 3/2

(z − w)2
TF (w) +

1

z − w
∂TF (w) , (6.5)

TF (z)TF (w) ∼ c/6

(z − w)3
1l +

1/2

z − w
∂T (w) .

Note thatTF is indeed a primary field of weight3
2

with respect to the stress-energy tensor.
Supersymmetry associates to each bosonic field a fermionic partner and vice versa. The
lectures on supersymmetry have explained how field theoriesand in particular their actions
can be written down in a manifestly supersymmetric way with the help of Grassmann vari-
ablesθ, θ2 = 0. It follows from simple dimensional reasoning that the scaling dimension
of θ is 1

2
such that the scaling dimensions of a field and its super-partner differ by 1

2
. In-

troducingT (z, θ) = T (z) + θTF (z) as the full super-field, the above three OPEs could
be collected in one manifestly supersymmetric OPE. From theabove OPEs, the algebra of
the commutators of the modes can be extracted. The modes ofTF are traditionally called
Gr where according to our above discussionr may be integer or half-integer. The algebra
also closes within the set of modesLn andGr, and reads

[Ln, Lm] = (n−m)Ln+m + 1
12
ĉ(n3 − n)δn+m,0 ,

[Ln, Gr] = (1
2
n− r)Gn+r , (6.6)

{Gr, Gs} = 2Lr+s + 1
3
ĉ(r2 − 1

4
)δr+s,0 .

The last line involves an anti-commutator, because the corresponding OPE is odd under
the exchangez ↔ w. Of course, this is as it should be, sinceTf is a fermionic field.
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Another noteworthy feature is that the fieldTF has a zero mode in the Ramond sector,G0

with {G0, G0} = 2L0− 1
12
ĉ. This implies immediately, that a state annihilated byG0 must

have conformal weighth = c
24

, i.e.G0|h〉R = 0 ⇐⇒ h = c
24

. On the other hand, if a
state is not annihilated byG0, then we find withG0|h〉R = g|h〉R that{G0, G0}|h〉R =

2g2|h〉R = (2L0 − c
12

)|h〉R which impliesh = c
24

+ g2 > c
24

. Thus, in the Ramond sector
states not annihilated byG0 appear in pairs of opposite fermion number, i.e.|h−〉R and
|h+〉R = G0|h−〉R. They have the same conformal weigth, sine[L0, G0] = 0.

Considering now the Neveu-Schwarz sector, one should look at the particular anti-
commutation relation

{Gr, G−r} = 2L0 +
1

3
ĉ(r2 − 1

4
) . (6.7)

Sincer is half-integer, we always have(r2 − 1
4
) ≥ 0. Thus, in a unitary theory with

c > 0 andh ≥ 0, the left-hand side is positive or zero, the latter occuringfor r = 1
2

and
h = 0 only. If the left-hand side is positive, we see that|G−r|h〉|2 > 0 for ground states,
meaning that excitations of ground states have positive norm. There is a unique ground
state which is annihilated byG− 1

2

, namely the vacuum. Of course, all highest-weight states

are annihilated by modesGr with r ≥ 1
2
.

7. Modular Invariance

So far, we have considered CFT on the simplest possible worldsheet, the cylinder, which
we have mapped by a conformal transformation to the punctured complex plane. In string
theory, the cylinder is the world sheet of one freely moving non-interacting closed string.
Interaction of several strings, as will be explained in the string lectures, yields world sheets
which might be any Riemann surface. It is intuitive to use thegenus of the Riemann surface
as an order count, since it directly corresponds to the loop order of the Feynmann diagram
of the low-energy effective field theory, where the extent ofthe string becomes invisible.
So, to zero-th order, we have a Riemann sphere with a number oftubes attached, one for
each string which interacts with the others. To first order, we find a torus, again with a
number of tubes attached, and so on.

The tubes of the incoming and outgoing strings, if these are considered to be oth-
erwise non-interacting, can be thought of asymptotically as infinitely long and infinitely
thin spikes. In effect, these tubes can be replaced by punctures of the Riemann surface,
where an appropriate vertex operator carrying the right momentum and quantum numbers
is placed. What remains is the non-trivial topology of the Riemann surface.

Up to now, we have described a CFT algebraically by a set of highest-weight states
|h, h̄〉 = Φh,h̄(0, 0)|0〉, on which the left- and right chiral Virasoro algebra acts. The
question which naturally arises is which combinations of such ground states actually occur
in the CFT. If we know this, we have a complete characterization of the physical states in
the theory, namely all the admissible ground states plus alltheir descendants created by
the generators of the Virasoro algebras, minus all null states.
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Crossing symmetry, or equivalently duality, has already given us some constraints,
but these were constraints for the complex plane only. Do different Riemann surfaces
yield different constraints? And is it possible to have a theory consistent on any arbitrary
Riemann surface? The answer to both questions is yes, and we will sketch a bit of the
answer in the following. As a general result, one can show fora large class of CFTs
that crossing symmetry of correlators on the complex plane and modular invariance of
the partition function on the torus is sufficient to make the theory consistent on arbitrary
Riemann surfaces. This is one of the motivations why modularinvariance on the torus is
often considered to be a fundamental requirement for CFT.

Interestingly, also condensed matter physicists are very fond of modular invariance.
To understand this, first note that we usually consider CFTs in complex variables and, thus,
automatically as Euclidean field theory. Time is then commonly interpreted as tempera-
ture, and partition functions are well defined objects. Since CFT in string theory is often
considered in its Euclidean from, the following motivationis also helpful for the under-
standing of modular invariance in string theory. Now, let usconformally map the complex
plane (with variablez) with the origin deleted onto a strip of widthL (with variableu).
This map is given by the exponentialz = exp(2πiu/L). It is a well known technique in
statistical physics to consider the system on a periodic strip, here with widthL, and to
introduce the transfer matrix

T = exp

{

−2π

L
(L0 + L̄0 −

c

12
)

}

.

HereL0 + L̄0 serves as Hamiltonian, since this linear combination generates time trans-
lations.1 The additional term involving the central charge comes fromthe used conformal
map. This map is not one-to-one, and introduces a conformal anomaly. The reader might
convince herself first that the stress energy tensor on the strip is related to the one on the
plane via

Tstrip(u) = −(2π/L)2

[

Tplane(z)z
2 − 1

24
c

]

,

and then that with〈Tplane(z)〉 = 0 one must have〈Tstrip(u)〉 = 1
24
c(2π/L)2. Hence, the

above mentioned shift in the transfer matrix.
The OPE of the stress energy tensor with itself tells us how the stress energy tensor reacts to conformal transformations. It
is not an entirely trivial task to explicitly work out the transformation ofT (z), but the result can be cast in the formula

T (z)dz2 = T ′(z′)dz′2 +
c

12
{z′, z}dz2 ,

where the so-called Schwarzian derivative of the mapz 7→ z′ = f(z) is defined as

{z′, z} =
f ′′′

f ′
− 3

2

(
f ′′

f ′

)2

The conformal anomaly mentioned above can now be computed easily by making use of the just given transformation law
of T for f(z) = −i L

2π log(z).

1The reader should take care thatL0 + L̄0, considered on thez-plane, generates dilatations. Only in the
u-strip does it generate time translations.
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We may now further confine the system to a box of sizeL,M , with periodic boundary
conditions on both sides. Then the partition function of such a system reads

Z = Z(L,M) = tr exp

{

−2π
M

L
(L0 + L̄0 −

c

12
)

}

. (7.1)

A box with periodic boundary conditions has the topology of atorus. The central obser-
vation is now that, since we deal with a Euclidean theory, space and time are completely
symmetric to each other. It follows that in such a framework aphysical sensible partition
function should satisfyZ(L,M) = Z(M,L).

More generally, one could consider a periodicity, where a time translation byM is always accompanied by a space trans-
lation, generated byi(L0 − L̄0).2 Let us assume that this addition space translation is byN . Then the partition function
would read

Z = Z(L,M,N) = tr exp

{

−2π
M

L
(L0 + L̄0 −

c

12
) + 2πi

N

L
(L0 − L̄0)

}

.

Introducing complex numbersω1 = L, ω2 = N + iM , τ = ω2/ω1, one can rewrite this withq = exp(2πiτ) and
q̄ = exp(−2πiτ̄) elegantly as

Z(τ, τ̄ ) = tr
(

qL0−c/24q̄L̄0−c/24
)

.

7.1 The Moduli space of the torus

As a general rule of thumb, one usually assumes that all states in a theory contribute to loop
diagrams. This may be seen as a motivation, why we expect thatit is useful to study CFT
on the simplest loop diagram, the torus. Essentially, a torus is a cylinder whose ends have
been sewn together. Mathematically, it is usually described as the complex plane modulo a
lattice. Let the lattice be spanned by two basic lattice vectors,ω1 andω2. Then two points
z, z′ in the complex plane are identified with each other, if there exist two integersn1, n2

such thatz′ = z+n1ω1+n2ω2. Since the overall size and orientation of the torus shouldn’t
matter (due to global scaling, translational and rotational invariance of the CFT), we may
choose more conveniently one of the base lattice vectors to lie on the real axis with length
one, starting at the origin, and the other can without loss ofgenerality be taken to lie in the
upper half plane,τ ∼ ω2/ω1, ℑmτ > 0. In effect, the entire lattice is described by one
complex numberτ ∈ H.

The key observation is now that the lattice, and consequently the torus, does not
change at all if we replaceτ by τ + 1, since this spans the same lattice. Such a trans-
formation is called unimodular. In the same manner, the lattice does not change if we
replaceτ by 1/τ , where we implicitly have to rescale the lattice, though (the overall since
of the torus is irrelevant). Sinceτ ∼ ω2/ω1, we see that−1/τ basically interchanges the
role ofω2 andω1. The group spanned by these transformationsT : τ 7→ τ+1, S : τ 7→ − 1

τ

is called the modular groupPSL(2,Z) and is the set of all2× 2 matricesM =
(

a b
c d

)
with

a, b, c, d ∈ Z anddetM = ad − bc = +1. The action of this group onτ is given by
M(τ) = aτ+b

cτ+d
which explains why we restrict the sign of the determinant and identify

matrices±M with each other (this is what theP stands for:PSL(2,Z) = SL(2,Z)/Z2).

2On thez-plane,i(L0 − L̄0) generates rotations.
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Since the torus does not really change under

1 Re

Im

τ

τ

τ τ + 1

Figure 8: The upper half plane and the
modular parameterτ defining a lattice,
i.e. torus.

a PSL(2,Z) transformation of its modulusτ , we
should expect that a physical sensible theory does
not change under such a transformation either, as
we have motivated in the preceeding section. Thus
we impose as a condition on our (L)CFT that its
partition function be modular invariant. In the fol-
lowing, we often use the variablesq = e2πiτ and
q̄ = e−2πiτ̄ instead ofτ and τ̄ . A series expan-
sion in q, q̄ is then an expansion around the point
τ = +i∞, i.e. where the torus is considered in the
extreme case where it is more like a cylinder.

We so far have made elaborate use of the fact
that much in conformal field theory can be consid-
ered separately for holomorphic and anti-holomorphic fields, or left-chiral and right-chiral
fields, respectively. Although one of the not so nice features of LCFT is that correlation
functions do not any longer factorize into holomorphic and anti-holomorphic parts, we
still can consider most entities in factorized form, as longas we do not impose the phys-
ical constraint that observables should be single-valued.This is particularly true for the
representation theory of the CFT under consideration. We call a CFT rational, if it has only
finitely many highest-weight representations. Then, as Cardy observed a long time ago,
the partition function of such a rational CFT can be written as a sesqui-linear form over
the characters of these representations. Thus, denoting the finite set of representations by
R, the partition function takes the form

Z(τ, τ̄) =
∑

h,h̄∈R

Nhh̄χh(τ)χ
∗
h̄(τ) , (7.2)

whereNhh̄ is a certain matrix with non-negative integer entries. Here, the character of the
highest-weight representationMh,c is defined as usual,

χh(τ) = trMh,c
qL0−c/24 , (7.3)

and analogously forχ∗
h̄
(τ).

Since the partition function is modular invariant, the characters from which it is built
must transform covariantly under the modular group. Therefore, in the present setting of a
rational theory, i.e.|R| <∞, they form a finite-dimensional representation of the modular
group. As a consequence, the transformationsS : τ 7→ −1/τ andT : τ 7→ τ + 1 are
represented as matrices acting on the characters, that is,

χh(−
1

τ
) =

∑

h′∈R
S h′

h χh′(τ) , (7.4)

χh(τ + 1) =
∑

h′∈R
T h′

h χh′(τ) . (7.5)

49



One of the most astonishing deep results in CFT is that theS-matrix fulfills a certain
algebraic property, which on first glance seems to be pure magic. Eric Verlinde suggested
namely, that theS-matrix also yields the so-called fusion rules, which essentially count the
multiplicities of representations appearing on the right hand side of the fusion product of
two representations. The latter is, in analytical terms, provided by the OPE, and might be
thought of as some kind of tensor product algebraically. To ease notation, let us arbitrarily
enumerate the weightsh ∈ R ashi, i = 0, . . . , |R| − 1 with the convention thath0 refers
to the vacuum representation. Then, the seminal so-called Verlinde formula reads

[hi] ∗ [hj ] =
∑

k

N k
ij [hk] with N k

ij =
∑

r

S r
i S

r
j (S−1) k

r

S r
0

. (7.6)

Although, the entries of theS-matrix may be very complicated algebraic numbers (made
out of exp(2πiρ) expressions withρ rational numbers), theN k

ij are always non-negative
integers.

This brief tour through modular invariance just scratched at the surface of this con-
cept. We would like to note that the fact that the characters of a rational CFT form a finite
dimensional representation of the modular groupPSL(2,Z) is one of the motivations for
the deep interest mathematicians take in CFT. It also provides one of the most restrictive
structures underpinning a rational CFT. Therefore, much effort is poured into using mod-
ular invariance to classify all possible rational CFTs. This classification is an important
task, since only with this knowledge are we able to make full use of this great toolkit of
theoretical physics, which CFT constitutes.

8. Conclusion

These notes by no means provide a comprehensive introduction to the vast theme of con-
formal field theory. Many topics of great importance have been skipped completely, or
mentioned only in a half-sentence. These notes pretty much consist of the material pre-
sented in the actual lectures, which were mainly designed tofill in the gaps left by – and to
provide the bare necessities to follow – the main series of theString Theory Crash Course
held fall 2000 at Hannover university. Therefore, the selection of covered material was
made along the lines of this course. The main series of lectures on string theory itself by
Olaf Lechtenfeld and the introduction to supersymmetry by Jan Plefka are also be avail-
bale as written notes, see [6]. The nature of the course, to provide a preliminary survey of
string theory in a very short time, is reflected in the incompleteness of these notes. The
bibliography might help the reader to find some more comprehensive introductions to the
subject. Again, also the bibliography does not attempt to bethorough in any sense, but
is intended to list easily accessible reviews or books on conformal field theory and string
theory.

50



References

[1] A.A. Belavin, A.M. Polyakov, A.B. Zamolodchikov,Nucl. Phys.B 241(1984) 333.

[2] P. Ginsparg, in Les Houches 1988 Summer School, E. Brézin and J. Zinn-Justin, eds. (1989)
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