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“Mas é claro que o Sol
Vai voltar amanhã

Mais uma vez, eu sei.
Escuridão já vi pior,

De endoidecer gente sã.
Espera que o Sol já vem."

Legião Urbana
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Zusammenfassung

In dieser Arbeit behandeln wir geometrische Konstruktionsmethoden von Yang-
Mills-Feldern in maximal symmetrischen Raumzeiten, einschließlich kosmologis-
cher Anwendungen und verschiedene Fälle abelscher Reduktionen. Bemühungen
dieser Art wurden inspiriert durch die Entwicklung einer neuen Konstruktions-
methode für elektromagnetische Knoten im Minkowski-Raum, bei welcher die abelsche
Reduktion einer SU(2) Yang—Mills-Theorie auf einem Lorentz-Zylinder über der
Dreisphäre S3 ≃ SU(2) konform in den R1, 3 überführt wird. Meine Untersuchun-
gen und Ergebnisse werden in drei Teilen präsentiert, von denen jeder seine eigenen
teils unabhängigen Motivationen, Schlussfolgerungen und Aussichten auf Fortschritte
hat.

Der erste Satz von Ergebnissen behandelt die Basis aus elektromagnetischen Knoten
im Minkowski-Raum. Wir untersuchten erhaltene Ladungen, die mit der konformen
Invarianz der Lösungen verbunden sind, was uns dabei half, einige ihrer physikalis-
chen Eigenschaften besser zu verstehen und sie mit anderen bekannten elektro-
magnetischen Knoten zu vergleichen, die mit verschiedenen etablierten Methoden
konstruiert wurden. Insbesondere fanden wir spezifische Parameterauswahlen, die
es uns ermöglichten, Verallgemeinerungen des Rañada-Hopf-Knotens wie rotierte
Hopfionen und Torusknoten aus Batemans Konstruktion zu reproduzieren. Darüber
hinaus führten wir im Zuge der Weiterentwicklung der Studien zur Reproduktion
solcher verknoteten Lösungen im Labor eine numerische Untersuchung durch und
dokumentierten die Auswirkungen der elektromagnetischen Knoten aus unserer
Basis auf geladene Teilchen, was relevante Daten für mögliche experimentelle An-
wendungen in der Zukunft darstellt.

Motiviert durch die oben genannten Ergebnisse aus dem SU(2) Yang-Mills-Feld auf
dS4, erforschten wir, welche weiteren Ergebnisse aus Yang-Mills-Theorien erzielt
werden können, die sich durch ähnliche Konstruktionen mittels geometrischer Struk-
turen anderer maximal symmetrischer Raumzeiten ergeben. Zunächst verwendeten
wir eine stückweise Blätterung der Minkowski-Raumzeit durch Orbits der Lorentz-
Gruppe, um eine SO(1, 3) Eichtheorie in den verschiedenen Regionen zu konstru-
ieren, die nach einer Regularisierung auf dem Lichtkegel ein Yang-Mills-Feld erzeugte,
dessen Energie-Impuls-Tensor global inR1,3 ist und durch einen Verbesserungsterm
gegeben ist. Dann erforschten wir eine SU(1, 1) Eichtheorie auf einer Blätterung
des AdS4 mit AdS3 als Blätter und bildeten diese anschließend konform in den R1,3

ab. Die abelsche Reduktion einer solch generierten Lösung erzeugte das hyper-
bolische Äquivalent des Rañada-Hopf-Knotens, der sich in einer Projektion in 1+2-
Dimensionen als bekannter magnetischer Vortex herausstellte. Abschließend disku-
tierten wir die Aussichten einer Methode zur Erzeugung einer überabzählbaren Ba-
sis von hyperbolischen Äquivalenten der zuvor diskutierten elektromagnetischen
Knoten.

Der letzte Satz von Ergebnissen betrifft die Kopplung der Yang-Mills-Theorie an die
Allgemeine Relativitätstheorie in Friedmann-Universen. Wir zeigten, dass in jeder
Raumzeitdimension der äquivariante Ansatz jeder Yang-Mills-Theorie auf einem
Zylinder über einem symmetrischen Raum seine Dynamik auf die eines Newton-
schen skalaren Freiheitsgrades reduziert, der einem quartischen Potential unterliegt.
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Der Effekt solcher Eichfelder auf die Raumzeitdynamik wird hierbei auf die Wheeler-
DeWitt-Einschränkung reduziert, die die Anfangsbedingungen im Einstein-Yang-
Mills-System verknüpft. Darüber hinaus zeigten wir, dass in Raumzeitdimensio-
nen verschieden von vier ein dynamischer Skalenfaktor, welcher in konformer Zeit
parametrisiert ist, einen Hubble-reibungsähnlichen Term in den reduzierten Bewe-
gungsgleichungen des Eichsektors induziert. Schließlich untersuchten wir ein Mod-
ell, bei dem ein SO(4)-symmetrisches SU(2) Yang-Mills-Feld das symmetrische Higgs-
Vakuum in einem geschlossenen Friedmann-Universum in der elektroschwachen
Epoche thermodynamisch stabilisiert. Wir prüften generische Fluktuationen des
Eichfeldes und zeigten, dass es unter jeder Störung außer dem Singulett instabil
ist, von dem wir nach exakter Lösung fanden, dass es marginal stabil ist.
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Abstract
In this thesis, we explore results from geometric construction methods of Yang–Mills
fields in maximally symmetric spacetimes, including cosmological applications and
abelian reductions in different settings. Such efforts were inspired by the develop-
ment of a new construction method for electromagnetic knots in Minkowski space
from an abelian reduction of an SU(2) Yang–Mills theory in a Lorentzian cylinder
over the three-sphere S3 ≃ SU(2), which is then conformally mapped into R1,3. My
investigations and results will be presented in three parts, each with partially inde-
pendent motivations, conclusions, and prospects for advancement.

The first set of results concerns the previously constructed basis of electromagnetic
knots in Minkowski space. We investigated conserved charges associated with the
conformal invariance of the solutions, which helped us better understand some of
their physical properties and to compare them with other known electromagnetic
knots constructed from different established methods. In particular, we found spe-
cific parameter choices that allowed us to reproduce generalisations of the Rañada-
Hopf knot, such as rotated Hopfions, and torus knots from Bateman’s construction.
Moreover, as studies on the reproduction of such knotted solutions in the lab ad-
vance, we performed a numerical investigation and documented the effects of the
electromagnetic knots from our basis on charged particles, which is relevant data for
possible experimental applications in the future.

Motivated by the aforementioned results from the SU(2) Yang–Mills field on dS4, we
explored what further results can be obtained from Yang–Mills theories constructed
with similar use of the geometric structure of other maximally symmetric space-
times. We first used a piecewise foliation of the Minkowski spacetime by orbits of
the Lorentz group to construct an SO(1, 3) gauge theory in the different regions,
which, after a regularisation on the lightcone, produced a Yang–Mills field whose
energy-momentum tensor is global in R1,3 and is given by an improvement term.
Then, we explored an SU(1, 1) gauge theory on AdS4 foliated with AdS3 sheets and
conformally mapped it intoR1,3. The abelian reduction of the non-abelian gauge the-
ory generated the hyperbolic equivalent of the Rañada-Hopf knot. We showed that
one of its projections into a plane was a known magnetic vortex in 1+2 dimensions.
We finalised by discussing the prospects of a method to generate an uncountable
basis of hyperbolic equivalents of the previously discussed electromagnetic knots.

The last set of results concerns the coupling of the Yang–Mills theory to General Rel-
ativity in Friedmann universes. We showed that, in any spacetime dimension, the
equivariant Ansatz of any Yang–Mills theory on a cylinder over a symmetric space
has its dynamics reduced to that of a Newtonian scalar degree of freedom subjected
to a quartic potential. The effect of such gauge fields on the spacetime dynamics is
simply reduced to the Wheeler-DeWitt constraint, which relates the initial conditions
in the Einstein–Yang–Mills system. Moreover, we showed that, in spacetime dimen-
sions other than four, a dynamical scale factor induces a Hubble friction-like term in
conformal time in the reduced equation of motion for the gauge sector. Lastly, we
investigated a model where an SO(4)-symmetric SU(2) Yang–Mills field thermody-
namically stabilises the symmetric Higgs vacuum in a closed Friedmann universe
in the electroweak epoch. We probed generic fluctuations of the gauge field and
showed that it is unstable under any perturbation other than the singlet, which we
solved exactly and found is marginally stable.
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Chapter 1

Introduction, motivation, and
structure

Since its introduction by Yang and Mills in 1954 [1], non-abelian gauge theories, or
simply Yang–Mills theories, have become essential for particle physics, and in par-
ticular for the establishment of the standard model of particle physics. Not only they
very successfully describe the strong and weak interactions, leading to many predic-
tions, but they are also explored in attempts of finding a grand unification theory for
particle physics, or even a theory for quantum gravity, framing general relativity as a
low-energy limit of a gauge theory for the gravitational field. In particular, the classi-
cal version of the Yang–Mills theory holds great importance by itself. The immediate
first reason for that is that the path integral for the quantum theory is dominated by
saddle-point contributions, which come from solutions to the classical equations of
motion. Beyond that, classical Yang–Mills theories have direct applications not only
in particle physics, like for QCD confinement models [2], but also in non-related
fields such as condensed matter physics, for example in an adequate description of
spin-orbit interactions [3].

Despite its continued relevance for the past 50 years, there is a relatively small
number of explicitly known analytic Yang–Mills fields. One reason is that the Yang–
Mills equations are quite difficult to solve, as a non-linear system of partial differen-
tial equations for matrix-valued fields. The lack of more analytic Yang–Mills fields in
general hinders our capacity of getting a better grasp on phenomena related to non-
abelian gauge fields. In this context, topological and geometrical methods which
enable an explicit construction of solutions to the Yang–Mills equations are very
valuable and should be investigated.

In this thesis, we will mainly explore how the Yang–Mills equations can be solved
in Lorentzian n-dimensional maximally symmetric spacetimes when one employs
geometrical descriptions of such spacetimes structures in terms of Lie groups or
cosets thereof. In most cases, we will also make use of equivariant Ansätze for
the gauge fields [4]. Additionally, in four-dimensional manifolds, the conformal in-
variance of Yang–Mills theory allows one to map non-abelian gauge fields between
different conformally flat spacetimes, which further expands the solutions we can
explicitly construct and analyse in different spacetimes. An example of application
of the new non-abelian gauge fields is in their abelian reductions, allowing for a
straightforward construction of electromagnetic fields with particular characteris-
tics in different spacetimes. We will also be interested in the coupling of such Yang–
Mills theories to the classical gravitational field in Friedmann universes, which may
be relevant for applications of non-abelian gauge theories in cosmology, such as in
gauge-flation scenarios [5].

This text can be separated into two parts. The first one, consisting of Chapters
2, 3, and 4, is a non-comprehensive review on selected mathematical and theoretical
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structures and results that will be more relevant to the discussions later on. The sec-
ond part, with Chapters 5, 6, and 7, contains a pedagogical and slightly summarised
version of the investigations and results from my research publications.

From the review part, Chapter 2 consists in a brief overview on particular top-
ics of differential geometry which are of special interest for our analyses. We as-
sume that the reader is familiar with the basics, such as (pseudo-)Riemannian ge-
ometry and Lie groups and algebras. Then, we discuss group actions on differen-
tiable manifolds, the Killing form of a Lie group, homogeneous, reductive, and sym-
metric spaces, and locally orthonormal coframes and their construction from the
Maurer–Cartan one-form. Chapter 3 starts from a definition of maximally symmet-
ric spacetimes and a revision on their most relevant properties, to then discuss all
Riemannian and Lorentzian examples, with the exception of the sphere, for which
we assume that the reader is sufficiently familiar with. Specifically, we discuss n-
dimensional hyperbolic spaces, deSitter spaces, and anti-deSitter spaces, including
some of their parametrisations and foliations. Following the focus of the thesis on
geometrical aspects, in Chapter 4, we briefly review the classical Yang–Mills theory
in its geometrical construction, as a dynamical theory for a connection one-form on a
principal bundle. For that, we first construct the more relevant aspects of the theory
of fibre bundles, of principal bundles, and of connections on principal bundles.

The second part starts with Chapter 5, where we review a recently-developed
construction method for a new (infinite) basis of electromagnetic knotted fields in
Minkowski space R1,3 constructed as the abelian reduction of a SU(2) Yang–Mills
theory on a cylinder over the three-sphere S3. As one of the simplest basis elements,
it was shown that the method reproduces the celebrated Rañada-Hopf knot. We will
further investigate the fields generated by this basis focusing on their physical prop-
erties, how they compare to other electromagnetic knots obtained from alternative
construction methods, and which kinds of experimental applications could apply to
them based on their effects on charged particles.

The next chapter, Chapter 6, consists in further explorations of Yang–Mills the-
ories reduced by the equivariant Ansatz on maximally symmetric spacetimes. Af-
ter motivating the physical relevance of gauge theories with non-compact gauge
groups, we investigate an SO(1, 3) gauge theory on Minkowski space, then an SU(1, 1)
gauge theory on anti-deSitter AdS4, which is later conformally mapped into the
Minkowski space. The abelian reduction of the latter is the hyperbolic equivalent
of the Rañada-Hopf knot.

After that, in Chapter 7, we will consider the dynamics of the spacetime in
Friedmann–Lemaître–Robertson–Walker (FLRW) universes, taking into account the
coupled Einstein–Yang–Mills system before reducing it. Therefore, we will be look-
ing into the possibility of cosmological applications of non-abelian gauge theories in
different FLRW universes. In the first section, we will compute general results for a
Yang–Mills field reduced with the equivariant Ansatz on any (pseudo-)Riemannian
spacetime that can be foliated by symmetric spaces. Hence, we will couple it to the
scale factor of the universe and discuss the effects of such a coupling in both fields.
In the second section, we consider a Yang–Mills theory on a cylinder over the three-
sphere S3 which is reduced by the equivariant Ansatz. This approach was recently
employed by Friedan [6] in a model where it stabilises the symmetric Higgs vacuum
before the electroweak transition. However, only the singlet perturbation of such a
gauge field was previously discussed in the literature [7]. Therefore, we will treat
general perturbations in order to block-diagonalise the linear fluctuation operator of
the gauge field while keeping the spacetime fixed, which will enable us to fully probe
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the stability of the physical normal modes with respect to any of the background so-
lutions. In particular, we will also specifically consider the very-high-energy limit,
which is the one adequate for the discussion on a cosmological application in the
electroweak epoch.
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Chapter 2

Review on selected topics of
differential geometry

In this thesis, we will assume familiarity with the basics of the differential geom-
etry framework, including manifolds, tensor fields, differential forms, (pseudo)-
Riemannian geometry, Lie groups, Lie algebras and their representations. For mate-
rials covering those subjects, we refer the reader to celebrated books such as [8–11] or
to theses in similar subjects, as [12]. Analogously, standard quantum field theory and
general relativity are not going to be revised. For those, we refer to [13, 14] and [15,
16], respectively. In this section, we will recall selected topics that are more central to
the work presented in the thesis, namely aspects of group actions, the Killing form,
homogeneous, reductive, and symmetric spaces, and locally orthonormal coframes.

2.1 Group action

The study of the action of a (continuous) group on a manifold is key not only to
gauge theory in general, as we will discuss in Chapter 4, but also to the geometric
methods that we will employ in the construction of new solutions to the Yang–Mills
equations throughout this thesis. Let us start from the first definitions.

Definition 1. (Group action) Let M be a differentiable manifold and G a Lie group
with identity element e. A group action α of G on M is a map

α : G × M → M
(g, p) 7→ αg(p)

, (2.1)

where αe is the identity map on M and the map g 7→ αg(·) is a group homomorphism
from G into S(M), the symmetric group of automorphisms of M. Then, M is called
a G-space. If

αg(αh(p)) = αgh(p) , (2.2)

α is called a left group action and we denote αg(p) ≡ Lg p ≡ g p. Otherwise, if

αg(αh(p)) = αhg(p) , (2.3)

α is called a right group action and we denote αg(p) ≡ Rg p ≡ p g.

Definition 2. If M and N are two G-spaces with actions

α : G × M → M and β : G × N → N , (2.4)
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a map f : M → N is called G-equivariant if

f ◦ αg (p) = βg ◦ f (p) , ∀p ∈ M and g ∈ G . (2.5)

Assuming that α and β are left actions, the condition above is often simply written
as f (g p) = g f (p).

Given an action α and some point p ∈ M, it is useful to look into the image and
the kernel of α(.)(p) : G → M. Let us define:

Definition 3. (Orbit of a point) The orbit of p is defined as

Orbp := αG(p) := {αg(p) | g ∈ G} . (2.6)

Theorem 1. If M is a G-space, two orbits Orbp and Orbq of p, q ∈ M are either
disjoint or identical.

This implies that orbits on M can be used to define an equivalence relation in which
p ∼ q if Orbp = Orbq, thus partitioning M as the disjoint union of orbits of G.

Definition 4. (Quotient space of a G-space) If M is a G-space, the quotient space of
the action of G on M is defined as

M/G := {Orbp | p ∈ M} . (2.7)

The quotient space can also be called the space of orbits or simply the coset space.

Definition 5. (Stabiliser of a point) We define the stabiliser of p as

Stabp := {g ∈ G | αg(p) = p} . (2.8)

Theorem 2. (Any stabiliser is a subgroup) If M is a G-set, the stabiliser Stabp of any
point p ∈ M is a subgroup of G.

Stabp is also called the little group or the isotropy group of p.
With the concepts above at hand, we can announce the orbit-stabiliser theorem:

Theorem 3. (Orbit-stabiliser) Let M be a G-space with action α. For any p ∈ M,
α(·)(p) : G → M establishes a bijection between Orbp and the coset G/Stabp.

This result is going to be used in later sections to map groups or cosets thereof into
foliations of suitable spacetimes.

Some important classes of actions are:

Definition 6. (Transitive, faithful, and free actions) An action α is called

(i) transitive if, ∀ p ∈ M, Orbp = M.

(ii) faithful if αg(p) = p ∀ p ⇒ g = e. That is, the induced homomorphism
G → S(M) is injective.

(iii) free if, ∀ p ∈ M, Stabp = {e}. In other words, α(·)(p) is injective for all p.

A free action is always faithful, but the converse is not true.

Corollary 4. (of the orbit-stabiliser theorem)
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(i) If the action is transitive, the orbit-stabiliser theorem trivially implies that, ∀p ∈
M, the action establishes a bijection between M and G/Stabp, further implying
that all stabiliser subgroups for different points p are isomorphic. Then the
action is a G-equivariant diffeomorphism.

(ii) If the action is free, it establishes a bijection between G and Orbp for all p, hence
implying that all orbits are isomorphic.

2.2 Killing form

A Lie group is a differentiable manifold by definition. In the context of (pseudo-
)Riemannian geometry, one benefits from defining a metric on it. In particular, we
will be interested in metrics that are invariant under the action of translations by the
group’s own action:

Definition 7. (Left-, right-, bi-invariant metrics) A metric s : G × G → R is said to
be:

(i) left-invariant if, ∀g ∈ G , L∗
gs = s,

(ii) right-invariant if, ∀g ∈ G , R∗
gs = s,

(iii) and bi-invariant if it is both left- and right-invariant.

Remark 5. Every metric on G induces an inner product on the associated Lie algebra
g. Conversely, any inner product ⟨·, ·⟩ on g can be used to construct a left-invariant
metric on G via

s(g1, g2) :=
〈

Lg−1∗(g1), Lg−1∗(g2)
〉

(2.9)

or a right-invariant metric via

s(g1, g2) :=
〈

Rg−1∗(g1), Rg−1∗(g2)
〉

. (2.10)

In order to characterise bi-invariant metrics on Lie groups, we need to define the
adjoing actions:

Definition 8. (Adjoint actions)

(i) The adjoint action AD of a Lie group G on itself is given by

AD : G × G → G

(g, h) 7→ ADg h := g h g−1 .
(2.11)

(ii) The adjoint action Ad of a Lie group G on its Lie algebra g is given by

Ad : G × g → g

(g, x) 7→ Adg x := AD(g)∗(x) .
(2.12)

With a slight abuse of notation, the Ad action can also be expressed as Adg(x) =
g x g−1 .

(iii) The adjoing action ad of a Lie algebra g on itself is the differentiation of Ad
with respect to the first argument and is given by

ad : g× g → g

(x, y) 7→ adx y := [x, y] ,
(2.13)
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which is simply the Lie bracket of g.

Theorem 6. Let s be a left-invariant metric on a Lie group G. The metric s is bi-
invariant if and only if the inner product on g defined by s is Ad-invariant, i.e., for
all g ∈ G and x, y ∈ g,

⟨Adgx, Adgy⟩ = ⟨x, y⟩ . (2.14)

In particle physics theories, it is key to ensure gauge invariance of the Lagrangian,
and, for compact gauge groups, the positivity of the kinetic energy of the gauge
bosons. For that, the following theorem is essential:

Theorem 7. If G is a compact Lie group with Lie algebra g, there exists an Ad-
invariant and positive-definite inner product on g. The adjoint representation is
orthogonal with respect to this inner product.

It is useful to consider a particular Ad-invariant inner product on a Lie algebra g
which can always be constructed:

Definition 9. (Killing form) The Killing form K on a Lie algebra g over the field
F = R,C is the symmetric and bilinear form defined as

K : g× g → F

(x, y) 7→ tr(adx ◦ ady) .
(2.15)

Remark 8. An immediate consequence of the Jacobi identity and the cyclicity of the
trace is that ad is skew-symmetric with respect to the Killing form, that is,

K(adx y, z) = −K(y, adx z) . (2.16)

The Killing form as defined is invariant under automorphisms on g. Furthermore, it
also characterises semisimple Lie algebras, according to the following results:

Theorem 9. (Cartan’s Criterion for Semisimplicity) The Lie algebra g is semisimple
if and only if the Killing form K is non-degenerate.

Theorem 10. A semisimple Lie algebra g can be decomposed as the direct sum

g =
s⊕

i=1

gi (2.17)

of ideals gi which are simple Lie algebras and pairwise orthogonal with respect to
the Killing form K.

The previous results related to the Killing form apply to both compact and non-
compact algebras. If the algebra is compact, we have:

Theorem 11. If g is a compact real Lie algebra, its Killing form K is negative semidef-
inite, with

K(x, x) = 0 ∀x ∈ Z(g) ,
K(x, x) < 0 ∀x ∈ g\Z(g) ,

(2.18)

with Z(g) being the centre of g.

Corollary 12. If the compact Lie algebra g has trivial centre, Z(g) = 0, its Killing
form K is negative definite.
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The converse of the corollary above can also be proven:

Theorem 13. If the Killing form K of a real Lie algebra g is negative definite, g is
compact and has trivial centre.

Theorem 14. If g is a compact Lie algebra with centre Z(g), g can be decomposed as

g = Z(g)⊕ h (2.19)

with h being an ideal which is a compact semisimple Lie algebra.

Now take {Ti} to be a basis of the Lie algebra g. It is useful to explicitly write the
relation between the components of the Killing form and the structure constants f i

jk
in this basis. From the definition of the Killing form,

Kij = tr(adTi ◦ adTj) . (2.20)

Letting the adjoint actions inside the trace act on a basis element Tk, we have

adTi ◦ adTj Tk = [Ti, [Tj, Tk]] = [Ti, f m
jk Tm] = f m

jk f n
im Tn . (2.21)

Finally, taking the trace of such linear map, we obtain

Kij = f k
im f m

jk . (2.22)

These are the components of the Killing form in a basis {Ti} of the Lie algebra
g. Exploring the identification between the Lie algebra and the set Lie(G) of left-
invariant vector fields on G, we can take the associated basis of left-invariant one-
forms {ei} ⊂ Lie(G)∗ and explicitly write the corresponding bi-invariant metric on
G as

K = Kij ei⊗ej . (2.23)

2.3 Homogeneous, reductive, and symmetric spaces

For the results covered in this thesis, we will be mainly interested in transitive ac-
tions of a Lie group G on a differentiable manifold M. In such cases, we define:

Definition 10. (Homogeneous space) A homogeneous space is a G-space M where
the action is transitive.

As seen in Corollary 4, transitive action ensures that the stabiliser subgroups of
all points are isomorphic, consisting in a Lie subgroup H ⊂ G with dim(H) =
dim(G) − dim(M). Note that M may be a manifold unrelated to G, G itself, or a
coset space G/H, which is automatically a homogeneous space with respect to the
natural action of G. If M is a coset space G/H of G, two important cases are:

Definition 11. (Reductive space) Let G be a Lie group with Lie algebra g and H ⊂ G
a closed Lie subgroup with Lie algebra h. Consider the coset space G/H, which is
trivially a homogeneous space under the action of G. If there exists a vector subspace
m ⊂ g respecting

g = h⊕m such that AdHm ⊂ m , (2.24)

that is, m is invariant under the adjoint action of H, then G/H is called a reductive
space. Notice that m need not be a subalgebra.
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Definition 12. (Symmetric space) Let G be a Lie group with Lie algebra g and H ⊂ G
a closed Lie subgroup with Lie algebra h. Then G/H is a symmetric space if there
exists an involution σ ∈ Aut(G) which preserves H, that is,

σ : G → G , σ2 = IdG , and σ(h) = h , ∀h ∈ H . (2.25)

When differentiating σ at the identity one obtains an induced automorphism on the
Lie algebra g which is also an involution. Hence, its two eigenvalues are ±1. As H
is preserved by σ, the eigenspace associated with the eigenvalue +1 is h. We can
then denote the eigenspace associated with −1 as m. Since σ is an automorphism,
we have a direct sum decomposition of the Lie algebra as

g = h⊕m (2.26)

with
[h, h] ⊂ h , [h,m] ⊂ m , and [m,m] ⊂ h . (2.27)

The second term of (2.27) implies that every symmetric space is a reductive space.
In the context of the decomposition g = h⊕m, let us denote the basis of each of

the three vector spaces with different sets of indices {A, B, C, D, . . .}, {i, j, k, l, . . .},
and {a, b, c, d, . . .}, respectively, such that

g = span{TA} , h = span{Ti} , and m = span{Ta} . (2.28)

This convention will be kept throughout the thesis in the context of symmetric spaces.
In terms of those indices, we can break the Lie brackets [TA, TB] of g in three expres-
sions: 

[Ta, Tb] = f c
ab Tc + f i

ab Ti ,
[Ti, Ta] = f c

ia Tc + f j
ia Ti ,

[Ti, Tj] = f k
ij Tk ,

(2.29)

where the absence of f a
ij components in [Ti, Tj] is a consequence of h being a Lie

subalgebra. Analogously, m would also be a subalgebra if and only if f i
ab = 0. More-

over, the Ad-invariance condition on m for the coset space G/H to be reductive is
simply rewritten as f j

ia = 0, while the further condition [m,m] ⊂ h for G/H to be a
symmetric space reduces to f c

ab = 0.

2.4 Locally orthonormal coframes

Before reviewing the spacetimes to be used in our analysis, we will briefly discuss
how we will use the Maurer–Cartan one-form to find locally orthonormal basis of
left-invariant one-forms for manifolds isomorphic to groups or cosets thereof.

Definition 13. (Locally orthonormal basis) Let M be a (pseudo-)Riemannian mani-
fold of signature (p, q). A locally orthonormal basis of one-forms {eµ} is a basis of
(non-coordinate) one-forms satisfying, for all x ∈ M,

gx = ηµνeµ
x ⊗ eν

x , (2.30)

where η is the Minkowski metric of signature (p, q).

Definition 14. (Maurer–Cartan frame and coframe) Let {Ta} be is a basis of g, the
tangent space TeG at the identity of the Lie group G. Let {Ea} be the corresponding
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basis of Lie(G), the set of left-invariant vector fields on G. Take {ea} as the dual basis
of Lie(G)∗, that is, such that

ea(Eb) = δa
b . (2.31)

Then, {Ea} is called a Maurer–Cartan frame and {ea} a Maurer–Cartan coframe.

Theorem 15. A Maurer–Cartan coframe {ea} respects the Maurer–Cartan equation:

dec = −1
2

f c
ab ea ∧ eb , (2.32)

where f c
ab are the structure constants associated with the basis {Ta} of g.

Definition 15. (Maurer–Cartan form) The Maurer–Cartan form θ is a g-valued one-
form field on G defined on each point g ∈ G as

θg : TgG → TeG
vg 7→ (Lg−1)∗vg .

(2.33)

Its action is made explicit by the use of the coframe, in which it is written as

θg(·) = Ta ea
g(·) , (2.34)

or simply
θ = Ta ea . (2.35)

The Maurer–Cartan equation (2.32) can be recast in terms of the Maurer–Cartan
form, reading

dθ = −1
2
[θ, θ] , (2.36)

where
[Ta eb, Tc ed] := [Ta, Tc] eb ∧ ed . (2.37)

Moreover, in matrix Lie groups, the Maurer–Cartan one-form reads

θ
ij
g = (g−1)ikdgkj . (2.38)

In (2.34) it becomes clear that, from the Lie algebra generated by {Ta} and the
Maurer–Cartan one-form, we can easily obtain the associated basis of left-invariant
one-forms {ea}. This procedure will be used in different cases in the following chap-
ters to straightforwardly obtain local orthonormal bases for G-sets, with the Maurer–
Cartan form being computed directly from (2.38), since we will always work with
matrix Lie groups, for example, SU(1, 1) ≃ AdS3 and SU(2) ≃ S3.

Let us now consider the case of M := G/H being a symmetric space under
the action of the matrix Lie group G. Recall the index convention for g, h, and m
used in (2.28). We will now equip M with a G-invariant metric. First, one obtains
the Maurer–Cartan form on G and a basis of left-invariant one-forms {ẽA} in it, as
described above. Now, take a (section) smooth map σ : G/H → G that chooses
particular representatives for each orbit. Then, one can use σ to pull back the one-
forms on G to one-forms on M:

eA := σ∗ ẽA . (2.39)
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The set {eA} is comprised of dim(G) one-forms in G/H, hence, it cannot be linear in-
dependent. We have dim(G/H) linearly independent one-forms {ea} (correspond-
ing to m), such that the remaining forms {ei} (corresponding to h) can be decom-
posed in terms of the former as

ei = χi
aea , (2.40)

where χi
a are smooth scalar functions on G/H. Finally, to obtain a G-invariant metric

on G/H, simply take the Killing form K on G and pull it back with σ, restricting it to
the one-forms {ea}:

KG/H = (σ∗K)|G/H = Kab ea ⊗ eb . (2.41)

To express the exterior derivative of the pulled-back one-forms, one can simply
consider the splitting of the Maurer–Cartan equation in terms of the decomposition
g = h⊕m. For the one-forms corresponding to h, we have

dei =
1
2

f i
jk ej ∧ ek +

1
2

f i
abea ∧ eb , (2.42)

while, for the ones corresponding to m,

dea =
1
2

f a
ib ei ∧ eb . (2.43)

Now that we reviewed the preliminary geometrical elements, in the next chapter
we will define the spacetimes in which we are going to work on.
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Chapter 3

Maximally symmetric spacetimes

Maximally symmetric spacetimes are of great importance in theoretical physics. To
name a few examples, the anti-deSitter space is required for some holography and
string theory settings and the deSitter space is key to Cosmology, since our uni-
verse seems to be homogeneous and isotropic in large scales and have a positive
cosmological constant, even if very small. In this chapter, we are going to define
and characterise the spacetimes in which we are going to work on along this thesis,
including some of their foliations. Before delving into the specific cases, let us start
by discussing general properties of maximally symmetric spacetimes.

3.1 Maximally symmetric spacetimes and their properties

Two very important and physically intuitive concepts should precede the definition
of maximally symmetric spaces for a complete discussion, namely homogeneity and
isotropy of spaces. Homogeneity encodes the idea of all points in space being pair-
wise indistinguishable, while isotropy around a point encodes the idea of all direc-
tions around this point being indistinguishable. Let us first formalise such concepts.

Definition 16. (Homogeneous spacetime) A (pseudo-)Riemannian spacetime is said
to be homogeneous if, for any two points p, q ∈ M, there exists an isometry ϕ such
that ϕ(p) = q.

Definition 17. (Isotropic space) A (pseudo)-Riemannian manifold (M, g) is said to
be isotropic at a point p if, for any two vectors X, Y ∈ Tp M with g(X, X) = g(Y, Y),
there exists an isometry ϕ such that ϕ(p) = p and ϕ∗(X) = Y. If it is isotropic at any
point, one may simply say that the manifold is isotropic.

The two concepts above are closely related, as shown by the two results below:

Theorem 16. If a manifold is homogeneous and isotropic around a single point, then
it is isotropic at any point.

Theorem 17. If a manifold is isotropic at any point, then it is homogeneous.

With those concepts at hand, we can characterise maximally symmetric spacetimes.

Definition 18. (Maximally symmetric spacetime) A n-dimensional (pseudo-)Riemannian
manifold is said to be maximally symmetric if it possesses n(n + 1)/2 independent
Killing vectors.

Theorem 18. A (pseudo-)Riemannian manifold is maximally symmetric if and only
if it is homogeneous and isotropic.
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An easy way to interpret the above result is to realise that homogeneity implies
the existence of n independent translational isometries and isotropy implies the exis-
tence of n(n− 1)/2 independent (hyperbolic or regular) rotational isometries, which
add to n(n + 1)/2.

In such highly symmetrical manifolds, the tensor structure of the Riemann and
the Ricci tensors are greatly simplified. They should be written only in terms of the
metric g, the Levi-Civita symbol ϵ and the Kronecker delta δ. Hence, one can use the
symmetry properties of the Riemann tensor to show that it necessary reduces to the
following:

Theorem 19. In a n-dimensional maximally symmetric spacetime with metric g, the
Riemann tensor reduces to

Rαµνβ =
R

n(n − 1)
(gµνgαβ − gανgβµ) (3.1)

and the Ricci tensor reduces to
Rµν =

R
n

gµν , (3.2)

where R is the Ricci scalar.

Theorem 20. In a n-dimensional maximally symmetric spacetime, if n > 2, the Ricci
scalar is a constant.

The results above show that, for n > 2, the curvature information on maximally
symmetric spacetimes is completely encoded in one constant real value R. Moreover,
we will see below that what will fundamentally distinguish maximally symmetric
spacetimes is the sign of the Ricci scalar. We say that the geometry is spherical, flat,
or hyperbolic if R is positive, zero, or negative, respectively. Let us now consider
the metric structure on such spaces for Lorentzian manifolds.

Theorem 21. If M is a maximally symmetric Lorentzian manifold, the metric can
always be written as

ds2 = −dt2 + a(t)2 [dr̃2 + f (r̃)2dΩ2
n−2
]

, (3.3)

where t is a timelike coordinate, r̃ is a radial coordinate on the spatial slices, and
dΩ2

n−2 is the metric on the unit sphere Sn−2. Moreover,

f (r̃) =


sin(r̃) in spherical geometry
r̃ in flat geometry
sinh(r̃) in hyperbolic geometry

(3.4)

and the function a : R→ R is called the scale factor.

Performing the change of variable r̃ 7→ r := f (r̃), the metric then reads

ds2 = −dt2 + a(t)2
[

dr2

1 − kr2 + r2dΩ2
n−2

]
, (3.5)

where

k =


+1 in spherical geometry
0 in flat geometry
−1 in hyperbolic geometry

. (3.6)
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Such metrics are called Friedmann–Lemaître–Robertson–Walker (FLRW) metrics.
Furthermore, it is also useful to perform a second change of variables to the so-called
conformal time τ, defined as

τ(t) =
∫ t dt′

a(t′)
, (3.7)

such that the metric reads

ds2 = a (t(τ))2
[
−dτ2 +

dr2

1 − kr2 + r2dΩ2
n−2

]
. (3.8)

The discussion above is a kinematic consequence of requiring homogeneity and
isotropy on the manifold and is independent of general relativity. To discuss the
dynamics of such spaces, we now employ the Einstein equation,

Rµν −
1
2

Rgµν + Λgµν =
8πG

c4 Tµν , (3.9)

where T is the energy-momentum tensor from matter fields and Λ is the cosmologi-
cal constant. Let us define κ := 8πG

c4 as the Einstein gravitational constant. In FLRW
universes, the energy-momentum tensor can be greatly simplified. In the absence of
matter or in the presence of conformally invariant matter, we have tr T = 0, and the
Einstein equation can be used to fix the cosmological constant. Taking the trace of
(3.9), we obtain

R − n
2

R + nΛ = 0 ⇒ Λ =
(n − 2)R

2n
, (3.10)

determining the cosmological constant in terms of the Ricci scalar. Moreover, com-
patibility with homogeneity and isotropy reduces T to the perfect-fluid type, in
which it is diagonal and with non-zero components

Tµµ = pµgµµ (3.11)

(no sum in µ intended), with p0 = ρ(t) being the energy density and pi = p(t) being
the pressure. In particular, for Yang–Mills matter in four-dimensional spacetimes
we have conformal invariance, which further imposes tracelessness of the energy-
momentum tensor, translating to p = ρ/3.

Coming back to the general discussion, it can be shown that, in FLRW universes,
there are only two independent components of the Eintein equation, which we can
take as the (0, 0) and the trace components. From them, we obtain the celebrated
Friedmann equations,

H(t)2 :=
(

ȧ
a

)2

=
κρ + Λ

3
− k

a2 ,(
ä
a

)
= −κ

6
(ρ + 3p) +

Λ
3

,
(3.12)

where H(t) is called the Hubble parameter. The above system is underdetermined,
so we usually impose the so-called equation of state

p = wρ , (3.13)

where w is not necessarily constant, and depends on the kind of matter being dis-
cussed. As mentioned above, for Maxwell or Yang–Mills (radiation) fields the energy-
momentum tensor is traceless, which is equivalent to w = 1/3.
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3.2 Hyperbolic spaces

Having established some general characteristics of maximally symmetric spacetimes,
from now on we will discuss specific examples of Riemannian and Lorentzian sig-
natures. The flat examples are simpler, consisting respectively of the Euclidean and
the Minkowski spaces, so we will aim on the positively and negatively curved cases.
Their Lorentzian versions are respectively the deSitter and the anti-deSitter spaces,
and their characterisation is the final objective of this chapter. For both pedagogical
and practical reasons, we will however start from the Riemannian version. The prac-
tical aspect comes from the Riemannian version being used to foliate the Lorentzian
ones, as we will see in the coming sections. The positively curved Riemannian case,
the sphere, is again too standard and will be skiped, hence, in this section we will
start by discussing the negatively-curved maximally symmetric Riemannian mani-
fold, the hyperbolic space. The two-dimensional version is illustrated in Figure 3.1.

FIGURE 3.1: Illustration of the two sheets of the unit-radius two-
dimensional hyperbolic space H2 embedded in R1,2.

Definition 19. (Hyperbolic space) Consider the Minkowskian spacetime R1,n with
metric

dsR1,n = −dx0dx0 + dxidxi . (3.14)

The n-dimensional hyperbolic space Hn is defined as one of the two simply con-
nected components of the two-sheeted hyperboloid determined by

−x2
0 + xixi = −R2 , (3.15)

where R here is called the radius of the hyperbolic space.

Following the discussion in Section 2.1, the hyperbolic space Hn could equiva-
lently be defined as the coset space O(1, n)/O(n), where O(1, n) are the (hyperbolic
or not) rotational isometries of R1,n acting transitively on each hyperboid level set
(3.15) and O(n) is the stabiliser group of a point on it. Moreover, the hyperbolic space
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is a symmetric space with constant negative curvature, and it will be topologically
equivalent to Rn.

To obtain the Hn metric explicitly we can parametrise the hyperboloid with

x0 = ±R cosh(r) and xi = R wi sinh(r) , (3.16)

where r ∈ [0,+∞) will be a radial coordinate in the hyperbolic space, wi will parametrise
the sphere Sn−1, and the signal of x0 only defines which of the two connected com-
ponents was chosen. As an explicit example, let us take n = 4 such that

w1 = cos(χ)
w2 = sin(χ) cos(θ)
w3 = sin(χ) sin(θ) cos(ϕ)
w4 = sin(χ) sin(θ) sin(ϕ)

(3.17)

parametrise S3 in terms of angular coordinates (χ, θ, ϕ), with

χ, θ ∈ [0, π] and ϕ ∈ [0, 2π) . (3.18)

In such coordinates, the metric induced on the submanifold by the standard Minkowskian
metric on R1,4 reads

ds2
H4 = R2[dr2 + sinh(r)2 (dχ2 + sin(χ)2(dθ2 + sin(θ)2dϕ2)

) ]
= R2[dr2 + sinh(r)2dΩ2

3
]

.
(3.19)

Taking r 7→ r̃ = sinh(r), we obtain

ds2
H4 = R2

[
dr̃2

1 + r̃2 + r̃2dΩ2
3

]
, (3.20)

evidencing the negative curvature of H4 (and, with a more general but almost iden-
tical procedure, for Hn).

3.3 DeSitter spaces

Now, let us start discussing Lorentzian maximally symmetric spacetimes. In this sec-
tion, we will begin with the positively curved case (positive cosmological constant),
namely the deSitter spacetime, and some of its foliations. The two-dimensional ex-
ample is illustrated in Figure 3.2. The n-dimensional deSitter space can be defined
as follows:

Definition 20. (deSitter spacetime) Consider the Minkowskian spacetime R1,n with
metric

dsR1,n = −dx0dx0 + dxidxi . (3.21)

The n-dimensional deSitter spacetime dSn is defined as the submanifold consisting
in the one-sheeted hyperboloid determined by

−x2
0 + xixi = R2 , (3.22)

where R here is the deSitter radius.

Similarly as for hyperbolic spaces, the deSitter spacetime dSn could equivalently
be defined as the coset space O(1, n)/O(1, n − 1), where O(1, n) are the rotational
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FIGURE 3.2: Illustration of the unit-radius two-dimensional deSitter
space dS2 embedded in R1,2.

isometries of R1,n acting transitively on each hyperboid level set (3.22) and O(1, n −
1) is the stabiliser group of a point in it . The deSitter space is a symmetric space and
it is topologically equivalent to R× Sn−1.

To obtain the dSn metric, we can parametrise the hyperboloid as

x0 = R sinh(t) and xi = R wi cosh(t) , (3.23)

where t will be the new timelike coordinate and wi will parametrise Sn−1. To com-
pute an explicit example, let us take n = 4. The same {wi} from (3.17) subjected
to (3.18) will parametrise the three-sphere S3 in terms of the angular coordinates
(χ, θ, ϕ). Then, the metric induced by the standard Minkowskian metric on R1,4 re-
duces to

ds2
dS4

= R2[− dt2 + cosh(t)2 (dχ2 + sin(χ)2(dθ2 + sin(θ)2dϕ2)
) ]

= R2[− dt2 + cosh(t)2 (dχ2 + sin(χ)2dΩ2
2
) ]

.
(3.24)

Taking χ 7→ r = sin(χ), we go to the usual form of FLRW metrics,

ds2
dS4

= R2
[
−dt2 + cosh(t)2

(
dr2

1 − r2 + r2dΩ2
2

)]
, (3.25)

with scale factor a(t) = cosh(t). The conformal time in this case will be

τ =
∫ t dt′

cosh(t′)
= 2 tan−1

(
tanh

(
t
2

))
, (3.26)

obeying

tan
(τ

2

)
= tanh

(
t
2

)
. (3.27)
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In terms of the the conformal time, the metric (3.24) reads

ds2
dS4

= R2 sec(τ)2[− dτ2 + dχ2 + sin(χ)2dΩ2
2
]

. (3.28)

These coordinates will be particularly useful ahead since here dS4 is written as
a Lorentzian cylinder over S3 ≃ SU(2). Another useful parametrisation is the Eu-
clidean slicing of dSn by dSn−1, where we can take

x0 = R sin
(χ

R

)
sinh

(
t
R

)
cosh ξ ,

x1 = R cos
(χ

R

)
,

x2 = R sin
(χ

R

)
cosh

(
t
R

)
,

xi = R wi sin
(χ

R

)
sinh

(
t
R

)
sinh ξ , for 3 ≤ i ≤ n ,

(3.29)

with wi parametrising Sn−3, χ being the foliation parameter, t being the timelike
coordinate, and ξ being the radial coordinate in dSn−1. They respect

χ, ξ ∈ [0,+∞) and t ∈ R . (3.30)

With this foliation, the induced metric will be

ds2
dSn

= dχ2 + sin
(χ

R

)2
ds2

dSn−1
, (3.31)

with

ds2
dSn−1

= −dt2 + R2 sinh
(

t
R

)2

dH2
n−2 , (3.32)

and dH2
n−2 being the same hyperbolic space metric from (3.19), here written as

dH2
n−2 = dξ2 + sinh(ξ)2dΩ2

n−3 . (3.33)

3.4 Anti-deSitter spaces

Finally, let us conclude the discussion on the maximally symmetric Lorentzian space-
times by considering the negatively curved case (negative cosmological constant),
namely the anti-deSitter spacetime, and some of its foliations. The two-dimensional
example is illustrated in Figure 3.3. The construction in this section will be simi-
lar to the previous cases, but in this case we have to fix a timelike direction while
still maintaining a Lorentzian manifold. For that reason, we will start from R2,n−1

instead of R1,n:

Definition 21. (anti-deSitter spacetime) Consider the Minkowskian spacetimeR2,n−1

with metric
dsR2,n−1 = −dx0dx0 + dxidxi − dxndxn . (3.34)

The n-dimensional anti-deSitter spacetime AdSn is defined as the submanifold con-
sisting in the hyperboloid determined by

−x2
0 + xixi − x2

n = −R2 , (3.35)
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FIGURE 3.3: Illustration of the unit-radius two-dimensional anti-
deSitter space AdS2 embedded in R2,1.

where R here is the anti-deSitter radius.

Once again, the anti-deSitter spacetime AdSn is equivalently defined as the coset
space O(2, n − 1)/O(1, n − 1), where O(2, n − 1) are the rotational isometries of
R2,n−1 acting transitively on each hyperboid level set (3.35) and O(1, n − 1) is the
stabiliser group of a point in it. The anti-deSitter space is a symmetric space and it is
topologically equivalent to S1 ×Rn−1.

To obtain the AdSn metric explicitly, we can parametrise the hyperboloid as

x0 = R cos(t) and xi = R wi sin(t) , (3.36)

where t is the timelike coordinate and the wi parametrise the unit-radius hyperbolic
space H3 with

w1 = sinh(ρ) cos(θ)
w2 = sinh(ρ) sin(θ) cos(ϕ)
w3 = sinh(ρ) sin(θ) sin(ϕ)
w4 = cosh(ρ)

(3.37)

in terms of the radial coordinate ρ and the angular coordinates (θ, ϕ). The coordi-
nates respect

t ∈ [−π,+π] , ρ ∈ [0,+∞) , θ ∈ [0, π] , and ϕ ∈ [0, 2π) . (3.38)

Notice that the time coordinate is periodic. In such parametrisation, the metric in-
duced by the standard Minkowskian metric on R2,3 reads

ds2
AdS4

= R2[− dt2 + sin(t)2 (dρ2 + sinh(ρ)2(dθ2 + sin(θ)2dϕ2)
) ]

= R2[− dt2 + sin(t)2 (dρ2 + sinh(ρ)2dΩ2
2
) ]

,
(3.39)
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which is simply the metric of a Lorentzian cylinder over the hyperbolic space H3.
Taking ρ 7→ r = sinh(ρ), we go to the usual form of FLRW metrics,

ds2
AdS4

= R2
[
−dt2 + sin(t)2

(
dr2

1 + r2 + r2dΩ2
2

)]
, (3.40)

again evidencing the fact that the curvature is negative. The scale factor here is
a(t) = sin(t), so we can compute the conformal time as

τ =
∫ t dt′

sin(t′)
= log

(
tan

(
t
2

))
. (3.41)

In terms of the conformal time, the metric reads

ds2
AdS4

=
R2

cosh(τ)2

[
−dτ2 +

dr2

1 + r2 + r2dΩ2
2

]
. (3.42)

Now, let us see some other relevant foliations for AdS4 which are easily adaptable
to AdSn. Take

x0 = R cosh(ρ) cos(t) , xn = R cosh(ρ) sin(t) and xi = R wi sinh(ρ) , (3.43)

where again ρ ∈ [0,+∞) is the radial coordinate, t ∈ [−π,+π) is the periodic time
coordinate, and

w1 = cos(θ)
w2 = sin(θ) cos(ϕ)
w3 = sin(θ) sin(ϕ)

(3.44)

parametrise the 2-sphere in the usual way. The metric in such coordinates read

ds2
AdS4

= R2[dρ2 − cosh(ρ)2dt2 + sinh(ρ)2(dθ2 + sin(θ)2dϕ2)
]

= R2[dρ2 − cosh(ρ)2dt2 + sinh(ρ)2dΩ2
2
]

,
(3.45)

which shows that, in these coordinates, constant-t slices are also hyperbolic spaces
H3 despite the twist provided by the cosh(ρ)2 factor. Taking ρ 7→ χ = tan−1(sinh(ρ)),
we obtain

ds2
AdS4

= R2 sec(χ)2[− dt2 + dχ2 + sin(χ)2Ω2
2
]

= R2 sec(χ)2[− dt2 + dΩ2
3
]

,
(3.46)

where χ ∈ [0, π/2). Since χ only takes values in half the usual interval of [0, π], only
the upper half of the 3-sphere is being considered. Hence, we see again that AdS4
is topologically equivalent to S1 × S3

+, which in turn is topologically equivalent to
S1 ×R3.

As in the deSitter case, we can also write the anti-deSitter space AdSn as an Eu-
clidean cylinder over AdSn−1. For that, let us go back to (3.45) and change coordi-
nates (χ, θ) 7→ (z, r) according to

sinh(z) = cos(θ) sinh(χ) and tanh(r) = sin(θ) tanh(χ) . (3.47)

The new coordinates are defined for z ∈ R and r ∈ R+. In terms of (z, t, r, ϕ), the
metric then reads

ds2
AdS4

= R2[dz2 + cosh(z)2 (− cosh(r)2dt2 + dr2 + sinh(r)2dϕ2) ]
= R2[dz2 + cosh(z)2dΩ2

1,2
]

,
(3.48)



Chapter 3. Maximally symmetric spacetimes 21

where dΩ2
1,2 is the metric on the unit-radius AdS3. We can define a conformal folia-

tion parameter Z to get rid of the warping factor cosh(z). Since the factor is identical
to the one in (3.26), we can directly use

tan
(

Z
2

)
= tanh

( z
2

)
, (3.49)

where Z ∈ (−π/2,+π/2). Then, the metric reads

ds2
AdS4

=
R2

cos(Z)2

[
dZ2 + dΩ2

1,2
]

. (3.50)
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Chapter 4

Fibre Bundles and Gauge Theory

Since its introduction in the seminal paper by Yang and Mills [1], the Yang–Mills
theory was greatly developed and shown to be essential for the foundations of Par-
ticle Physics. In addition, it also plays important roles in many other areas, such
as Condensed Matter physics, Cosmology, and Quantum Gravity. This chapter is a
brief review on the classical Yang–Mills theory. Moreover, following the geometrical
root of this thesis, we will discuss gauge theory in its more geometrical setting, as a
theory for the connection one-form of a principal bundle. For the more pragmatical
approach, we refer the reader to [13, 17]. Even in the geometrical setting, we are not
aiming on a comprehensive discussion; for that, we refer to [11, 18]. More especif-
ically, in this chapter we introduce fibre bundles, principal bundles, connections in
principal bundles, the Yang–Mills field as a local representative of a connection one-
form, and, finally, the dynamics of classical Maxwell and Yang–Mills theories.

4.1 Fibre bundles

Before we properly define a fibre bundle, let us briefly recall how the concept of a
bundle already appears naturally in the study of differentiable manifolds. In such
context, it is clear that it is important to distinguish the tangent space Tp M of each
point p ∈ M, even if they are all isomorphic as vector spaces to some Fn, where F
is a field and n is the dimension of the manifold. Hence, it becomes useful to define
the so-called tangent bundle

TM = {(p, v) | p ∈ M and v ∈ Tp M} . (4.1)

The notion of a bundle is going to generalise this structure. Notice that topologically
and geometrically TM is not simply M × Fn, which is what makes such a notion
essential. We now define:

Definition 22. ((Differentiable) Bundle) A bundle is a triple ξ = (E, π, M), often
represented as

E π−→ M , (4.2)

composed of two differentiable manifolds E and M, named respectively total space
and base space, and a smooth surjective projection map π : E → M. The pre-image
π−1(p) =: Fp of a point p ∈ M is called the fiber over p.

Definition 23. (Fibre bundle) A fibre bundle is a bundle (E, π, M) where all fibers
Fp are isomorphic, in the adequate sense1, to the same set F, named the standard or

1for example, for topological bundles, they have to be homeomorphic. For differentiable bundles,
they have to be diffeomorphic.
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typical fiber. Fibre bundles can also be represented as (E, π, M, F) or as

F → E π−→ M . (4.3)

As previously mentioned, the total space E of a bundle (E, π, M, F) is in general
topologically not equivalent from the product space M × F. However, for fibre bun-
dles, we can always establish such a relation locally in M, which is a corollary of
theorem 22 below, in addition to the fact that every manifold is locally contractible.
This relation is established through a local trivialisation:

Definition 24. (Local trivialisation) Let ξ = (E, π, M, F) be a fibre bundle. Let {Ui}
be an open covering of M. A local trivialisation of ξ is a map

ϕi : Ui × F → π−1(Ui) such that π ◦ ϕi(p, f ) = p . (4.4)

Fixing p, the map
ϕi,p : F → π−1(p)

f 7→ ϕi(p, f )
(4.5)

is an isomorphism.

Naturally, we can use relations between charts in M to do the same in E:

Definition 25. (Transition function and structure group) Let (E, π, M, F) be a fibre
bundle, Ui and Uj two non-disjoint elements of an open cover of M, and ϕi and
ϕj local trivialisations on them. A transition function on a point p ∈ Ui ∩ Uj is a
function

tij(p) : F → F where tij(p) := ϕ−1
i,p ◦ ϕj,p . (4.6)

Then, we can relate the two trivialisations via

ϕj(p, f ) = ϕi(p, tij(p) f ) . (4.7)

If p ∈ Ui ∩ Uj ∩ Uk, the transition functions satisfy the following consistency
conditions:

(i) tii(p) = IdF,

(ii) tij(p) = t−1
ji (p), and

(iii) tij(p) · tjk(p) = tik(p).

The transition functions of a fibre bundle are then elements of some group G
which acts on F from the left and is called the structure group. Fibre bundles can
also be denoted as (E, π, M, F, G), where the transition functions in G contain the
global information of the non-trivial topology of E. However, we will usually omit
G from the tuple. If the standard fiber is not explicitly relevant in the context, we
may also omit F.

Definition 26. (Section) Let (E, π, M) be a fibre bundle. A section s : M → E is a
smooth map satisfying

π ◦ s = IdM , (4.8)

which implies that, ∀p ∈ M, s(p) ∈ π−1(p).

Now let us consider maps between bundles:
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Definition 27. ((M-)Morphism on fibre bundles) Let ξ = (E, π, M) and ξ ′ = (E′, π′, M′)
be fibre bundles. u : E → E′ is a fibre-bundle morphism if it defines an unique func-
tion f : M → M′ such that

π′ ◦ u = f ◦ π , (4.9)

that is, the diagram

E E′

M M′

u

π π′

f

(4.10)

commutes. If both bundles have the same base space, that is, M′ = M, we say that u
is a M-morphism.

Definition 28. (Isomorphism of differential bundles) A differential bundle morphism
u is an isomorphism if it is a diffeomorphism.

The notion of isomorphism can also be made local:

Definition 29. (Local isomorphism) Two bundles ξ = (E, π, M) and ξ ′ = (E′, π′, M)
are locally isomorphic if, ∀p ∈ M, ∃U ∋ p such that the restrictions of the bundles
to U, ξ|U and ξ ′|U , are U-isomorphic.

Local triviality implies that all fibre bundles (E, π, M, F) are locally isomorphic to
(M×F, π, M, F).

Definition 30. (Trivial bundle) A fibre bundle ξ = (E, π, M, F) is said be trivial if it
is M-isomorphic to (M×F, π, M, F).

An alternative definition of a trivial bundle would be a bundle where all transition
functions could be taken to be the identity element.

Theorem 22. (Sufficient condition for triviality of fibre bundles) A fibre bundle (E, π, M)
is trivial if its base space M is contractible.

4.2 Principal bundles

After establishing the basics of fibre bundles, we can focus on principal bundles, the
class of bundles in which Yang–Mills theory is properly constructed. Moreover, they
are key for many further developments of the theory, for example for the addition
of matter fields and their couplings with the gauge fields in the context of associated
bundles, which we will not cover in this work. Geometrically, a gauge theory with
gauge group G is constructed on a fibre bundle where the standard fiber is the group
G itself. More precisely, a principal G-bundle is defined as:

Definition 31. (Principal G-bundle) Let G be a Lie group and ξ = (E, π, M, F, G) be
a fibre bundle. ξ is called a principal G-bundle when there is an extra action by the
right of G on E such that:

(i) it is a free action, and

(ii) ∀p ∈ M, G acts transitively on π−1(p).

With those assumptions, the orbit-stabiliser theorem can be evoked to conclude that,
∀p ∈ M, Fp and G are isomorphic, that is, G can be taken as the standard fiber.
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Another trivial consequence is that (E, π, M) and (E, π, E/G) are isomorphic as fibre
bundles.

The fact that G acts by the right is important such that it commutes with the left
action from the transition functions, implying that the principal bundle action is the
same regardless of charts. Moreover, one can assume that the structure group of a
principal G-bundle is some other group G′, but it is possible to show that there is a
correspondence between the two groups, so we will just take them to be the same
from the start.

Some examples of principal G-bundles are homogeneous spaces such as

SO(n) → SO(n + 1) → Sn , (4.11)

where Sn is diffeomorphic to SO(n + 1)/SO(n), or, analogously,

SU(n) → SU(n + 1) → S2n+1 . (4.12)

In general, whenever G is a Lie group and H is a closed Lie subgroup,

H → G → G/H (4.13)

is a principal H-bundle. Another example is the so-called frame bundle, that is, the
tuple

(B(M), π, M, GL(n,F)) (4.14)

where M is the base space, π−1(p) = Bp(M) is the set of all frames of Tp M, π is the
natural projection on p, and the standard fiber is GL(n,F).

Naturally, morphisms between principal bundles should also respect the right
G-action:

Definition 32. (Principal map) A principal bundle morphism or principal map be-
tween two G-bundles (E, π, M) and (E′, π′, M′) is a bundle morphism (u, f ) such
that u : E → E′ is G-equivariant, that is,

∀g ∈ G and ∀e ∈ E , u(e g) = u(e)g . (4.15)

The above can be generalised to bundles with different groups G and G′ if there is
an homomorphism Λ : G → G′. Then, the condition above becomes

u(eg) = u(e)Λ(g) . (4.16)

Concepts as trivial principal bundle and local triviality of a principal bundle are
the same as before, but now requiring principal maps as morphisms. Furthermore,
for principal bundles we can establish a necessary and sufficient condition for trivi-
ality:

Theorem 23. (Triviality of principal bundle) A principal bundle is trivial if and only
if there is a global section.

Theorem 24. Let ξ = (E, π, M) and ξ ′ = (E′, π′, M′) be two principal bundles and
(u, f ) be a principal map between them. If f is an isomorphism between M and M′,
then u is an isomorphism between E and E′ and the principal map is a principal
bundle isomorphism between ξ and ξ ′.

Corollary 25. If there is a principal bundle map (u, IdM) between ξ = (E, π, M) and
ξ ′ = (E′, π′, M), then ξ and ξ ′ are isomorphic.
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FIGURE 4.1: Fibre bundle (E, π, M, F) with π(e) = p illustrating the
picture of the fibers Fp ⊂ E vertically above the points p ∈ M.

From the corollary above, every G-equivariant endomorphism u : E → E defines
an automorphism (u, IdM) on (E, π, M, G). Hence, we can define

Aut(ξ) = {(u, IdM) | u is G-equivariant} (4.17)

as the group of automorphisms of ξ. This is a particularly important for gauge
theory, as Aut(ξ) will be the group of gauge transformations of a G gauge theory
over M.

Before we are able to see how the Yang–Mills field shows up in this setting, we
have to define connections on principal bundles, as they are a key ingredient in the
discussion.

4.3 Connections on principal bundles

On principal G-bundles, the action of the group G, transitive within each fiber, al-
lows one to connect any two elements of the same fiber. As illustrated in Figure 4.1,
if we think of the fibers as located above the corresponding points in the base space,
the action of G allow us to move “vertically” in E. However, we do not have a way
of relating elements in different fibers, that is, moving “horizontally” in E in such a
picture. This is going to be the role of the connection on principal bundles. Before
its definition, let us recall the standard connection on manifolds, which we will see
that is just a particular example of the connections to be discussed in this chapter.

Let M be a n-dimensional differentiable manifold over the field F. In the afore-
mentioned picture, the fibers Tp M are “above" each point p ∈ M and elements of
GL(n,F) allow us to connect different vectors in Tp M, inside each fiber, moving
“vertically” in E. To be able to connect vectors from different tangent spaces, we de-
fine parallel transport, which requires a covariant derivative coming from a connection.
In differentiable manifolds, the connection is defined as follows:

Definition 33. (Connection on differential manifold) Let M be a manifold and V(M)
the set of smooth vector fields over M. A connection D is a map

D : V(M)× V(M) → V(M) , (4.18)
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often denoted D(X, Y) =: DXY, satisfying:

(i) DX+YZ = DXZ + DYZ,

(ii) DX(Y+Z) = DXY + DXZ,

(iii) D f XY = f DXY, and

(iv) DX( f Y) = X( f )Y + f DXY =: (DX f )Y + f (DXY).

The connection is then used to define a covariant derivative:

Definition 34. (Covariant derivative) Let D be a connection, X, Y be vector fields on
M and ω be an one-form on it. The covariant derivative DY of Y is defined as the
(1, 1)-tensor field such that

DY(ω, X) := ω(DXY) . (4.19)

In terms of a coordinate basis {∂µ}, and using the shorthand Dµ := D∂µ
, we can

decompose the connection as

Dν∂ρ = D(∂ν, ∂ρ) =: Γµ
νρ∂µ , (4.20)

which defines the components Γµ
νρ of the connection on this coordinate basis. With

it, we can finally define the parallel transport:

Definition 35. (Parallel transport) Let I ⊂ R be an interval containing 0, γ : I → M
be a curve in M with γ(0) = p, and Yp ∈ Tp M. The parallel transport of Yp along γ
is the solution Y(t) of the equation

DY(t)
dt

= Dγ̇(t)Y(t) = 0 ⇒ dYµ(t)
dt

+ Γµ
νρYν(t)

dxρ(t)
dt

= 0 (4.21)

with Y(0) = Yp. Then, Y(t) ∈ Tγ(t)M.

Definition 36. (Geodesic) A curve is said to be a geodesic if its tangent vector is
everywhere parallel along the curve, that is, if

Dγ̇γ̇ = 0 . (4.22)

It is clear that, in the picture of the fibers above the base space, the parallel trans-
port is allowing us to “move horizontally”, relating elements of different fibers. Let
us see how those concepts are generalised to principal bundles, where they are es-
sential to the defition of a Yang–Mills field. Starting from some preliminar concepts:

Definition 37. (Vertical vector and vertical space in principal bundles) Let (E, π, M, G)
be a principal G-bundle. A tangent vector X ∈ TeE is called vertical if π∗X = 0. Ver-
tical vectors form a vector subspace VeE ⊂ TeE called vertical space on e and defined
by

VeE := ker(π∗|TeE) . (4.23)

One can show that the structure of vertical spaces VeE ⊂ TeE is given by the Lie
algebra g of the fiber G:

Theorem 26. Let ξ = (E, π, M, G) be a principal G-bundle. For any point e ∈ E,
there exists an one-to-one correspondence fe between the Lie algebra g of G and the
vertical space VeE:

fe : g → VeE

A 7→ XV =: XA
e

(4.24)
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Our next goal is to define a horizontal vector space HeE ⊂ TeE respecting

(i) TeE = VeE ⊕ HeE,

(ii) any smooth vector field X in TE is decomposable in two smooth vector fields
X = XV + XH such that XV(e) ∈ VeE and XH(e) ∈ HeE, and

(iii) If X̃ ∈ HegE ⇒ ∃X ∈ HeE such that Rg∗X = X̃.

The third condition means that, to define the horizontal space in a fiber, it suffices
to define it in a single point of the fiber, then we can move the horizontal vectors
vertically through the pushforward of the right G-action. If is worth noticing that
the function

π∗|HeE : HeE → Tπ(e)M (4.25)

is an isomorphism between the horizontal space in e and the tangent space in π(e),
since VeE is the kernel of π∗|TeE. We refer to HE and VE as the collection of horizontal
and vertical spaces HeE and VeE, respectively.

Defining a connection for a principal bundle will be equivalent to a smooth choice
of HeE satisfying the three conditions above. A couple of simple examples of con-
nections are the Maurer–Cartan form of G on a trivial bundle G → M × G → M and
both the Maurer–Cartan forms of G or of H on the coset bundle H → G → G/H. An
explicit construction of a connection on a principal bundle uses the so-called Ehres-
mann connection, known simply as the (Lie algebra-valued) connection one-form,
defined as follows:

Definition 38. (Connection one-form) Let ξ = (E, π, M, G) be a principal G-bundle
and g be the Lie algebra of G. Let X ∈ TeE be decomposed as X = XV + XH such that
XV = XA

e , according to theorem 26. The (Lie algebra-valued) connection one-form
in ξ is defined as

ω ∈ g⊗ T∗E , with

{
ωe : TeE → g

X 7→ ω(X) = A
. (4.26)

We can then employ the connection one-form to simply define the horizontal space
on any point e ∈ E as

HeE := ker ωe . (4.27)

It is straightforward to check that such a definition satisfies the requirements for a
horizontal space. Moreover, the connection one-form also satisfies

∀e ∈ E and A ∈ g , ω(XA
e ) = A , (4.28)

and
∀X ∈ TeE , [R∗

gωeg](X) = (ADg−1)∗(ωe(X)) . (4.29)

As for differentiable manifolds, after defining a connection we can define the
curvature of the manifold. For that, we first need to define an exterior covariant
derivative with such a connection:

Definition 39. (External covariant derivative of forms on a principal bundle) Let
(E, π, M, G) be a principal G-bundle with connection one-form ω. Let η be any k-
form on E. The exterior covariant derivative of η with respect to ω is defined as

Dη := dη ◦ hor⊗k+1 , (4.30)
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where hor is the horizontal projection of tangent vector fields from TE to HE. Ex-
plicitly,

Dη(X1, . . . , Xk+1) = dη(horX1, . . . , horXk+1) . (4.31)

The exterior covariant derivative can be defined to act on a Lie algebra-valued k-
form θ ∈ g⊗ Λk(E) according to

θ = A ⊗ η ⇒ Dθ := A ⊗ Dη . (4.32)

Definition 40. (Curvature two-form) Let (E, π, M, G) be a principal G-bundle with
connection one-form ω. The (Lie algebra-valued) curvature two-form G of such a
connection is defined as

G := Dω . (4.33)

The action of the curvature two-form on two vector fields X, Y on TE is given through

G(X, Y) = dω(X, Y) + [ω(X), ω(Y)] , (4.34)

where d is the standard exterior derivative bypassing the Lie algebra element, as in
(4.32), and [·, ·] is the Lie bracket of the two Lie algebra elements resulting after the
action of ω. If {Ta} is a basis of the Lie algebra with structure constants f a

bc , we can
decompose G = TaGa and ω = Taωa and take the a-component of the action of G,
which then reads

Ga = dωa +
1
2

f a
bc ωb ∧ ωc . (4.35)

Moreover, it is immediate to see that the curvature two-form satisfies the Bianchi
identity, that is,

DG = D2ω = 0 . (4.36)

4.4 Local representatives: Yang–Mills field and field strength

With the connection one-form in hand, in this section we will be able to define the
Yang–Mills field as a pullback of the connection one-form to the base space of the
principal bundle. Then, we will briefly discuss the field strength and gauge trans-
formations in this context.

It is natural to consider how the connection one-form ω on E can be used to
define new structures on M. However, to be able to pull ω back from E to M, we
need a section σ : M → E. Unless the principal bundle is trivial, there is no global
section, so we have to choose an open set Ui of some open cover of M and work with
local sections σi : Ui → E. Hence, we define:

Definition 41. (Local representative of the connection one-form) Let (E, π, M, G) be
a principal G-bundle with connection one-form ω and σi : Ui → E a local section of
the open set Ui ⊂ M. Then, the local representative A of the connection one-form is
defined as the pullback

A(i) := σ∗
i ω , (4.37)

where the pullback acts on a Lie-algebra valued k-form by bypassing the Lie algebra
element and acting only on the k-form. The local representative is also denoted as
local Yang–Mills field. When not explicitly needed, the index i will be omitted.

As the horizontal space in a fiber is completely defined by its definition in a single
point of it, it is natural to expect that the local representative on U ⊂ M may be used
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to uniquely define a connection one-form on the principal bundle (E′, π′, U, G) given
by the restriction of (E, π, M, G) to U. Indeed,

Theorem 27. Let (E, π, M, G) be a principal G-bundle, g be the Lie algebra of G, and
A ∈ g⊗ T∗U, for U ⊂ M. Then,

∃! ω ∈ g⊗ T∗(E|π−1(U)) such that σ∗ω = A . (4.38)

Indeed, if E ∋ e = σ(p)g, for g ∈ G, ωe is given in terms of ωσ(p) via

ωe(Xe) := Adg−1(ωσ(p)(Rg−1∗Xe)) . (4.39)

As a local section is required to define the local representative from the connec-
tion one-form, it is important to establish the connection of local representatives
defined from the same connection one-form but with different local sections. This is
called a passive gauge transformation.

Definition 42. (Passive gauge transformation) Let (E, π, M, G) be a principal G-
bundle with U1, U2 ⊂ M such that U1 ∩ U2 ̸= 0. Let σ1 : U1 → M and σ2 : U2 → M
be two local sections related through Ω : U1 ∩U2 → G such that σ2(p) = σ1(p)Ω(p).
The local representatives defined through the two local sections are related via

A(2)
p (X) = AdΩ(p)−1 [A(1)

p (X)] + (Ω∗θ)(X) , (4.40)

where X ∈ Tp M and θ is the Maurer-Cartan form of G.

Equation (4.40) acts as a compatibility condition between local representative de-
fined along different non-disjoint open sets of M. Notice that the passive gauge
transformation defined above keeps ω fixed. On the other hand, an active gauge
transformation is associated with a change on the connection one-form ω:

Definition 43. (Active gauge transformation) Let ξ = (E, π, M, G) be a principal
G-bundle. An active gauge transformation is an element (u, IdM) of Aut(ξ).

It is straightforward to show that u∗ω is also a valid connection one-form on E. Now,
take a local section σ : U → E and define the two local representatives

A(1) := σ∗ω and A(2) := σ∗(u∗ω) = (u ◦ σ)∗ω (4.41)

of the two connection one-forms. Then, let

Ω : U → G such that (u ◦ σ)(p) = σ(p)Ω(p) . (4.42)

For X ∈ Tp M, the two local representatives are then related by

A(2)
p (X) = AdΩ(p)−1 [A(1)

p (X)] + (Ω∗θ)(X) , (4.43)

which is identical to (4.40).
In most cases, and in all cases on this thesis, the gauge group is a matrix Lie

group, in which case the relation above simplifies a bit. Taking a coordinate basis
{∂µ} for M and defining Aµ(p) := Ap(∂µ), for matrix Lie groups equation (4.43)
reduces to

A(2)
µ (p) = Ω(p)−1A(1)

µ (p)Ω(p) + Ω(p)−1∂µΩ(p) . (4.44)

For completeness, we now define the group of gauge transformations:



Chapter 4. Fibre Bundles and Gauge Theory 31

Definition 44. (Group of gauge transformations) Let ξ = (E, π, M, G) be a principal
G-bundle. The group of gauge transformations of ξ is defined as

G := Aut(ξ) . (4.45)

Theorem 28. If a principal G-bundle ξ = (E, π, M, G) is a trivial bundle, then

G ≃ GM , (4.46)

that is, the group of gauge transformations is isomorphic to the set of functions from
the base space M into the gauge group G.

Notice that the group of gauge transformations is infinite dimensional, which begins
to illustrate why fixing the ambiguity carried by A due to gauge transformations of
non-abelian gauge theories is in general very hard or even impossible.

Finally, with the Yang–Mills field in hand, we can construct its field strength and
discuss how it relates to the curvature two-form G.

Definition 45. (Local representative of the curvature two-form) Let (E, π, M, G) be
a principal G-bundle with curvature two-form G and σi : Ui → E a local section of
the open set Ui ⊂ M. Then, the local representative F of the curvature two-form is
defined as the pullback

F(i) := σ∗
i G . (4.47)

We can show that the local representative of the curvature two-form F(i) is simply
the field strength associated with the local representative of the connection one-form
A(i). Omitting the index i, F can be constructed through

F = DA , (4.48)

where here D is the exterior covariant derivative with respect to the connection A.
Moreover, we can once more decompose the two-form curvature in components Fa

regarding the Lie algebra g of G with some basis {Ta} and structure constants f a
bc .

Then the relation between F and A can be opened as

Fa = dAa +
1
2

f a
bc Ab ∧ Ac . (4.49)

As in (4.44), choosing a coordinate basis {∂µ} for M, we can further decompose the
equation above as

Fa
µν = ∂µAa

ν − ∂νAa
µ + f a

bc Ab
µAc

ν . (4.50)

With the same conventions as in definitions 42 and 43, the expressions for both
the passive and the active gauge transformations on F read

F(2)
p = AdΩ(p)−1F(1)

p , (4.51)

which, for matrix Lie groups, reduce to

F(2)
p = Ω(p)−1F(1)

p Ω(p) . (4.52)

Lastly, the Bianchi identity also translates from E to M as

DF = D2A = 0 . (4.53)



Chapter 4. Fibre Bundles and Gauge Theory 32

4.5 Maxwell and Yang–Mills theories

Now that we went through the mathematical background and the construction of
the Yang–Mills field and its field strength, we can finally discuss the physics inter-
pretation and its dynamics. The principal G-bundle (E, π, M, G) is a bundle over
the spacetime M describing a gauge theory with gauge group G. In case one is
also interested in adding matter fields to this description, associated bundles of the
adequate representation of G would be constructed from the principal G-bundle.
The local representative A of the connection one-form is the Yang–Mills field, a Lie
algebra-valued one-form on M that can be decomposed as

A = Aa
µTadxµ , (4.54)

where {Ta} is a basis of the Lie algebra g of G and {dxµ} is a coordinate basis of
one-forms on M. Analogously, the local representative F of the curvature two-form,
the field strength, is decomposed as

F =
1
2

Fa
µνTadxµ ∧ dxν . (4.55)

In four-dimensional spacetime, we can denote its spacetime components as

[Fµν]
a =


0 Ea

1 Ea
2 Ea

3
−Ea

1 0 −Ba
3 Ba

2
−Ea

2 Ba
3 0 −Ba

1
−Ea

3 −Ba
2 Ba

3 0

 , (4.56)

where
Ea

i := Fa
0i (4.57)

is called the colour-electric field and

Ba
i := −1

2
ϵijkFa

jk (4.58)

is the colour-magnetic one.
We will now build a gauge invariant action functional to encode the dynamics of

the gauge field on M. For that, we need a functional that depends quadratically on
the derivatives F = DA of the gauge field. Moreover, we need to generate a volume
form to be integrated over while, in the Lie algebra side, also maintaining gauge
invariance. For the forms, we will take the standard inner product of differential
forms:

Definition 46. (Inner product of differential forms) Let M be a (pseudo-)Riemannian
manifold M and let ∗ be the Hodge star operator in terms of its metric. The inner
product ⟨·, ·⟩ of two k-forms ω and η, for all natural k ≤ dim(M), is defined by

⟨ω, η⟩ :=
∫

M
ω ∧ ∗η . (4.59)

Due to the form (4.51) of gauge transformations on F, it is clear that, to ensure
gauge invariance, one only needs to choose an Ad-invariant inner product ⟨·, ·⟩g on
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the Lie algebra g. With it, we can extend the inner product on (4.59) to Lie algebra-
valued forms ω = Taωa and η = Tbηb through

⟨ω, η⟩ := ⟨Ta, Tb⟩g ⟨ωa, ηb⟩ , (4.60)

where {Ta} is a basis of g. In principle, any Ad-invariant inner product on g could
be chosen to construct a mathematical gauge theory. In order to match the physical
theories, the Killing form from Definition 9 will be used. With that, we can finally
define:

Definition 47. (Yang–Mills action functional) Let M be a (pseudo-)Riemannian man-
ifold. Let A be the Yang–Mills field of a G gauge theory, where g is the Lie algebra
of G with basis {Ta} and Killing form K. Let F be the field strength corresponding to
A. The (gauge-invariant) Yang–Mills action functional of such a theory is defined
as

SYM[A] := −1
4
⟨F, F⟩ = −1

4
⟨Ta, Tb⟩K

∫
M

Fa ∧ ∗Fb , (4.61)

which is often expressed as

SYM[A] = −1
4

∫
M

tr(F ∧ ∗F) . (4.62)

The factor of −1/4 is just an useful convention for physics and will be discussed
below.

It is important to notice that, as discussed in Section 2.2, the definiteness of the
Killing form is only guaranteed if the Lie group is compact, in which case it is neg-
ative semidefinite. Then, the overall minus sign in (4.61) makes the action bounded
from below instead of from above. If the Lie group is non-compact, it becomes
harder (but not impossible) to interpret such theories as being physically relevant,
as we will mention in Chapter 6.

Extremising the Yang–Mills action functional (4.61), one obtains the Yang–Mills
equation

∗D ∗ F = 0 , (4.63)

which can be decomposed in a system of coupled second-order non-linear partial
differential equations. However, such a system is underdetermined, which is to be
expected since Yang–Mills fields are only determined up to gauge transformations.
To deal with this redundancy, we impose a gauge fixing condition, which is an extra
condition on A to (partially or completely) restrict the gauge field on each point of
M to some representative of the gauge orbit respecting such a condition. How to
completely and adequately gauge fix a non-abelian gauge theory is still an open
problem, but this discussion is out of the scope of this work.

The Maxwell theory is a particular case of the Yang–Mills theory where the gauge
group is U(1), which is abelian. In this case, the Lie algebra is trivial and the covari-
ant derivative simplifies, such that

F = dA. (4.64)

The Bianchi identity in this case is simply dF = d2A = 0. In four-dimensional
Minkowski spacetime, it can be decomposed in terms of components of F as

∇ · B⃗ = 0 and ∇× E⃗ = −∂E⃗
∂t

, (4.65)
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two of the four Maxwell’s equations, which are then simply geometric, non-dynamical.
The Yang–Mills action reduces to the Maxwell action, namely

SMaxwell[A] =
∫

M
d4x

1
2
(E⃗2 − B⃗2) , (4.66)

and the Yang–Mills equation reduces to

∇ · E⃗ = 0 and ∇× B⃗ =
∂E⃗
∂t

, (4.67)

the remaining two Maxwell’s equations which encode the dynamics of the theory.
Here we can see a justification for the factor of 1/4 in (4.61), such that the abelian
case of the Yang–Mills action matches the Maxwell action.

To finalise this section, let us briefly mention two special aspects of gauge theo-
ries in four-dimensional spacetimes. The first one is an extra spacetime symmetry
that is automatically fulfilled, namely:

Theorem 29. Vacuum Yang–Mills theories on a four-dimensional (pseudo-)Riemannian
manifold M with metric g are conformally invariant. That is, the Yang–Mills action
SYM becomes invariant under a conformal change of the metric, namely,

g 7→ g′ = e2λ(x)g , (4.68)

for any smooth scalar function λ on M.

The second aspect only applies to Riemannian manifolds, in which we define:

Definition 48. (Instanton solutions of Yang–Mills theories) Let M be a four-dimensional
Riemannian manifold. Then, Yang–Mills fields A for which the curvature F satisfies

∗F = ±F (4.69)

are called self- or anti-self-dual Yang–Mills fields, respectively. In these cases, the
Bianchi identity implies that the Yang–Mills equation is automatically satisfied. Such
fields are instanton solutions of the Yang–Mills theory.

4.6 Spacetime symmetries of Yang–Mills fields

Lastly, it will be important for us to consider how do spacetime symmetries man-
ifest in Yang–Mills theories. Even though we construct non-trivial gauge theories
with more restrictive symmetry requirements in the results on the following chap-
ters, it is important to consider a (brief and non-comprehensive) historical review
of the subject in more generality. Such a discussion dates back to the 1970s, when,
e.g., Romanov et al [19] and Jackiw [20] considered, in particular cases, gauge fields
symmetric with respect to a specific spacetime transformation group when the trans-
formation induced on the gauge field by such group could be compensated by a
gauge transformation. Bergmann and Flaherty then generalised such discussion for
a generic infinitesimal generator of a spacetime transformation [21], which was later
expanded by Forgács and Manton to consider a spacetime symmetry group with
more generators ζm and then further investigate the consequences [22]. In 1980, Har-
nad et al considered finite spacetime symmetries and showed that such symmetric
gauge fields are invariant connections [23]. Later, Molelekoa showed that invariant
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connections may be too restrictive for the definition of a symmetric Yang–Mills field,
further generalising it and showing when the two definitions are equivalent [24].

In what follows, we will first recall the treatment of a symmetric Yang–Mills
fields by Forgacs and Manton [22], which works on the level of the local represen-
tative. Hence, we will advance to the generalisation by Molelekoa [24], adequately
considering lifts of the action of the spacetime transformation group on the principal
bundle. Let us begin by considering spacetime transformation groups as symmetries
of general tensors.

Definition 49. (Spacetime symmetries of tensors) Let M be a manifold and H a
group of spacetime diffeomorphisms. A tensor T ∈ TM⊗p ⊗ T∗M⊗q) of rank (p, q)
is said to be symmetric with respect to H if

£ζ T = 0 , (4.70)

where ζ ∈ TM is any generator of H and £ζ T is the Lie derivative of T with respect
to ζ.

However, for the gauge field, the condition £ζAµ = 0 may be too restrictive. For
gauge theories, it is enough that any change in the local representative induced by
the group of spacetime transformations can be compensated by a gauge transforma-
tion. It is straightforward to show that this is equivalent to the Lie derivative of the
gauge field A along ζ being proportional to the (gauge) covariant derivative of an
element W := WaTa of the Lie algebra. Therefore, we define:

Definition 50. (Spacetime symmetries of gauge fields acc. [22]) Let (E, π, M, G) be a
principal G-bundle and A be a local representative (Yang–Mills field) of the connec-
tion one-form ω in a neighbourhood U ⊂ M. Let {ζm} ∈ TU be a set of infinitesimal
generators of a group of spacetime diffeomorphisms H with dim(H) = d̄. The gauge
field A is said to be symmetric with respect to H if

£ζm A = DWm , ∀m ∈ {1, . . . , d̄} , (4.71)

where the Wm are Lie algebra-valued spacetime scalars that locally transform under
a gauge transformation g ∈ GU as

W(g)
m = g−1Wm g + g−1(£ζ g) . (4.72)

For any ζ linear combination of the {ζm}, let W be the same linear combination of
the {Wm}, then equation (4.71) implies that the field strength F transforms according
to

£ζF = −[F, W] . (4.73)

It is straightforward to show that such a shift preserves the inner product from (4.60)
for any inner product on g, and, in particular, preserves the Yang–Mills action.

Even though definition 50 is enough for a range of applications, Molelekoa showed
that it may be too restrictive in some scenarios [24]. In particular, he also consid-
ered the case of a Yang–Mills field in M = Rn, where it is expected that imposing
translational symmetry with respect to all directions would imply that there exists
a gauge choice in which F is constant; however, the use of (4.71) implies that F = 0.
He instead proposes another definition which he shows reproduces a constant field
strength in such a scenario. This property is denoted as homogeneity with respect to H
and is defined as:
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Definition 51. (Homogeneity of a gauge field acc. [24]) Let (E, π, M, G) be a princi-
pal G-bundle and H a Lie group acting smoothly on M such that each element h ∈ H
can be seen as a diffeomorphism of M. Let ω be the connection one-form giving rise
to the Yang–Mills field A in M. The gauge field is said to be homogeneous with
respect to H if the action of H on M lifts to a map

L : H × E → E (4.74)

such that, ∀h ∈ H, L(h, ·) : E → E defines an automorphism of E covering h and
satisfying

L(h, ·)∗ω = ω . (4.75)

Further developments followed, both in the theoretical aspects (e.g. [25–27]) and
in applications of such concepts in related areas, such as in Cosmology. One family
of examples of the latter is in obtaining analytical solutions of the coupled Einstein–
Yang–Mills system for highly symmetric gauge fields in Friedmann universes [26,
28], which is related to some of the results to be discussed in the following chapters.
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Chapter 5

The abelian case: electromagnetic
knots

In this chapter, we are going to discuss the construction and properties of a set
of finite-action rational functions on the Minkowski coordinates which solve the
Maxwell equations, the well-known electromagnetic knots. In the original reference
[29], the deSitter space dS4 not only motivated, but was used in the construction
steps. For this reason, the procedure was labelled the deSitter method. However, in
this chapter, we will directly construct a conformal map between a Lorentzian cylin-
der over S3 and the Minkowski space. Furthermore, we will not discuss non-abelian
gauge theories in this chapter and we will just use the Maxwell equations.

Electromagnetic knots were first discovered in their simplest form in [30]. Since
then, numerous generalisations and construction methods were developed and in-
vestigated, from theoretical aspects to possible experimental applications. For a re-
view, see [31]. In this chapter, we will review the construction method developed
in [29]. We will start from the hyperspherical harmonics and their use on this pro-
cedure; then, we will construct the conformal map to Minkowski and use the con-
formal invariance of the Maxwell theory in four dimensions to pull the electromag-
netic fields back to it; having the complete theories both on the cylinder and on the
Minkowski space, we can discuss some of their properties, both to allow for a better
understanding of the fields and to provide a more straightforward route of com-
parison with knotted electromagnetic fields from other construction methods [32];
finally, we will discuss how charged particles behave under the influence of such
background fields [33], which is key for experimental applications.

5.1 Hyperspherical harmonics and electromagnetic fields on
I × S3

Consider a finite Lorentzian cylinder over the three-sphere, I ×S3, with τ ∈ (−π
2 , π

2 ) =:
I and metric

ds2
cyl = −dτ2 + dΩ2

3 , (5.1)

which, up to the conformal factor of R2 sec(τ)2, is equivalent to the metric (3.28)
on dS4. The three-sphere S3 ↪→ R4 is parametrised by ω := (ω1, ω2, ω3, ω4) ∈ R4

subjected to ωiωi = 1. As in (3.24), these coordinates can also be written in terms of
three angular coordinates (χ, θ, ϕ) as

ωa = sin χ ω̂a, a ∈ {1, 2, 3} , and ω4 = cos χ , (5.2)
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where 
ω̂1 = sin θ cos ϕ

ω̂2 = sin θ sin ϕ

ω̂3 = cos θ

. (5.3)

After we map I × S3 to the Minkowski space R1,3, the ω̂a will also parametrise the
two-sphere S2 ↪→ R3, the spatial hypersurfaces consisting of temporal slices of R1,3.

In this section, we will use the hyperspherical harmonics and explore the fact
that S3 is the group manifold of SU(2) to solve Maxwell’s equations more easily in
I × S3. Let us begin by expliciting the diffeomorphism

g : S3 → SU(2)

ω 7→ −i
(

β α∗

α −β∗

) , (5.4)

where
α := ω1 + iω2 and β := ω3 + iω4 . (5.5)

Here, the north pole (0, 0, 0, 1) of S3 ↪→ R4 is mapped into the identity 12 of SU(2).
With this parametrisation, we can compute the Maurer–Cartan one-form θ explicitly
in terms of ω, using the discussion from Section 2.4. Taking Ta = −iσa as the su(2)
generators, with σa being the Pauli matrices, we have, for g ∈ SU(2),

Ωg := g−1dg = eaTa , (5.6)

where ea are the left-invariant one-forms on SU(2). Using the so-called self-dual ’t
Hooft symbol ηa

ij constructed from the identity and the Levi-Civita symbol accord-
ing to

ηa
bc = ϵabc and ηa

i4 = −ηa
4i = δa

i , (5.7)

for a ∈ {1, 2, 3} and i, j ∈ {1, 2, 3, 4}, we can express the elements ea of the coframe
in terms of ω in a more compact form, through

ea = −ηa
ijωidωj . (5.8)

We will make use of the fact that they (locally) diagonalise the metric,

dΩ2
3 = δabeaeb . (5.9)

The dual of the ea, the left-invariant vector fields La, are also expressed in terms of ω
using the ’t Hooft symbol, as

La = −ηa
ijωi

∂

∂ωj
, (5.10)

or, directly in terms of the angular coordinates (χ, θ, ϕ), as

L1 = sin θ cos ϕ∂χ+(cot χ cos θ cos ϕ+ sin ϕ)∂θ−(cot χ csc θ sin ϕ− cot θ cos ϕ)∂ϕ ,
L2 = sin θ sin ϕ∂χ+(cot χ cos θ sin ϕ− cos ϕ)∂θ+(cot χ csc θ cos ϕ+ cot θ sin ϕ)∂ϕ ,
L3 = cos ∂χ − cot χ sin θ∂θ − ∂ϕ .

(5.11)
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It is straightforward to check that they obey the su(2) commutation relation

[La, Lb] = 2ϵabcLc , (5.12)

as expected. Hence, the differential of any function f on I × S3 can be written as

d f = ∂τ f dτ + eaLa f . (5.13)

Similarly, from the anti-self-dual ’t Hooft symbol η̃a
ij with components

η̃a
bc = ϵabc and η̃a

i4 = −η̃a
4i = −δa

i , (5.14)

we obtain the right-invariant vector fields Ra through

Ra = −η̃a
ijωi

∂

∂ωj
, (5.15)

which also obey the su(2) commutation relation shown in (5.12) and which commute
with any of the La. Moreover, for the Minkowski space discution coming on next
sections, it will be important to consider the set {Da} defined as

Da := La + Ra = −2ϵabcωb
∂

∂ωc
, (5.16)

which trivially obey the same commutation relation as La and Ra and generate the
stability subgroup SO(3) of the two-sphere S2 from (5.3).

We now have the key ingredients to build the hyperspherical harmonics on S3.
For more detailed discussions on such functions and their properties, we refer the
reader to [34, 35]. The space of functions on S3 can be decomposed into irreducible
representations of the so(4) = su(2)L × su(2)R algebra generated by the La and the
Ra. Defining the “left- and right-angular momentum operators” as

Ia :=
i
2

La and Ja :=
i
2

Ra , (5.17)

we can express the Laplacian operator ∆3 on S3 as

∆3 = I2 = J2 , (5.18)

where I2 := Ia Ia and J2 = Ja Ja. The eigenvalues of ∆3 are of the form j(j + 1), where
j is a non-negative half-integer, that is, j ∈ {0, 1

2 , 1, 3
2 , . . .}. For any such j, the hyper-

spherical harmonics can be fixed by the eigenvalues of, say, I3 and J3. Summarising,
functions from S3 to C can be decomposed in terms of the orthonormal basis

{Yj;m,n(ω)} , where 2j ∈ N and m, n ∈ {−j,−j + 1, . . . ,+j} , (5.19)

such that
I3 Yj;m,n = m Yj;m,n , J3 Yj;m,n = n Yj;m,n ,

and I2 Yj;m,n = J2 Yj;m,n = j(j + 1)Yj;m,n .
(5.20)

The orthonormality condition reads, explicitly,∫
d3Ω3 Y∗

j′;m′,n′Yj;m,n = δjj′δmm′δnn′ , (5.21)
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where d3Ω3 = sin(χ)2 sin(θ)dχdθdϕ on the angular (χ, θ, ϕ) coordinates.
As on the treatment of the standard spherical harmonics, we can employ the

su(2) structure to algorithmically construct the hyperspherical harmonics. Let us
define the left- and right-ladder operators

I± :=
I1 ± iI2√

2
and J± :=

J1 ± iJ2√
2

. (5.22)

Using the Laplacian operator, the normalisation condition on Yj;m,n, and the su(2)
commutation relations, it is easy to show that they act on the harmonics according
to

(I±)Yj;m∓1,n =

√
(j ± m)(j ∓ m + 1)

2
Yj;m,n

(J±)Yj;m,n∓1 =

√
(j ± n)(j ∓ n + 1)

2
Yj;m,n

. (5.23)

The ladder operators Ia and Ja can be explicitly expressed in a more compact form
in terms of the complex (α, β) coordinates from (5.5) as

I+ =
β̄∂ᾱ − α∂β√

2
, J+ =

β∂ᾱ − α∂β̄√
2

,

I− =
ᾱ∂β̄ − β∂α√

2
, J− =

ᾱ∂β − β̄∂α√
2

,

I3 =
α∂α+β̄∂β̄−ᾱ∂ᾱ−β∂β

2
, J3 =

α∂α+β∂β−ᾱ∂ᾱ−β̄∂β̄

2
,

(5.24)

Then, a closed expression to compute Yj;m,n in such a parametrisation reads

Yj;m,n =

√
2j + 1
2π2

√
2j−m(j + m)!
(2j)!(j − m)!

√
2j−n(j + n)!
(2j)!(j − n)!

(I−)j−m(J−)j−nα2j . (5.25)

The use of the hyperspherical harmonics allows us to encode all of the ω de-
pendency into the orthonormal basis elements Yj;m,n, that is, any function f (τ, ω) on
I × S3 can be decomposed as

f (τ, ω) = f j;m,n(τ)Yj;m,n(ω) , (5.26)

where the sum over all valid j, m, and n is implicit. Notice that f does not need to
be a scalar. If f is, for example, a (r, s)-tensor, so will be the components f j;m,n. In
particular, we will work with the Maxwell gauge potential

A = Xτ(τ, ω)eτ + Xa(τ, ω)ea , (5.27)

where eτ := dτ. In the non-Abelian case, the X. components of A would carry the
explicit Lie algebra dependency. However, in the Maxwell theory, the Lie algebra
is trivial and the X. can be considered scalar functions. Moreover, as we are work-
ing with vacuum theories, we can take both the temporal and the Coulomb gauges
simultaneously, reading

Xτ = 0 and JaXa = 0 . (5.28)
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Hence, the Maxwell equations reduce to

−1
4

∂2
τXa = (J2 + 1)Xa + iϵabc JbXc . (5.29)

With the use of (J+, J−) instead of (J1, J2), it is convenient to define and work
with

X+ =
X1 + iX2√

2
and X− =

X1 − iX2√
2

. (5.30)

In terms of (X+, X−, X3), the Coulomb gauge condition becomes

J+X− + J−X+ + J3X3 = 0 (5.31)

and the Maxwell equations read, for X±,

−1
4

∂2
τX± = (J2 ∓ J3 + 1)X± + J±X3 (5.32)

and, for X3,

−1
4

∂2
τX3 = (J2 + 1)X3 + J+X− + J−X+ . (5.33)

Let us now factorise the ω dependence from the X. components through

Xa(τ, ω) = X j;m,n
a (τ)Yj;m,n(ω) (5.34)

such that the J. operators only act on the harmonics. From (5.23), notice that the
linear equations (5.31), (5.32), and (5.33) are diagonal in the quantum numbers j and
m, such that they can be kept fixed while solving the system. Moreover, since the
same ladder operator only acts once in each factor, the equations will only couple
triplets (X j;m,n+1

+ , X j;m,n−1
− , X j;m,n

3 ), which implies that X± ∝ J±X3. After such consid-
erations and exploring the orthonormality of the harmonics, we straightforwardly
obtain that there are two types of solutions, both harmonic oscillator-like in terms of
τ, with frequencies

Ωj;m,n
I = ±2(j + 1) or Ωj;m,n

II = ±2j (5.35)

and explicit expressions given by:

• type-I: j ≥ 0, −j ≤ m ≤ j, −j − 1 ≤ n ≤ j + 1,

X+ =
√
(j − n)(j − n + 1)/2 e±2i(j+1)τ Yj;m,n+1(ω) ,

X3 =
√
(j + 1)2 − n2 e±2i(j+1)τ Yj;m,n(ω) , (5.36)

X− = −
√
(j + n)(j + n + 1)/2 e±2i(j+1)τ Yj;m,n−1(ω) ,

• type-II: j > 0, −j ≤ m ≤ j, −j + 1 ≤ n ≤ j − 1,

X+ = −
√
(j + n)(j + n + 1)/2 e±2ijτ Yj;m,n+1(ω) ,

X3 =
√

j2 − n2 e±2i(j+1)τ Yj;m,n(ω) , (5.37)

X− =
√
(j − n)(j − n + 1)/2 e±2ijτ Yj;m,n−1(ω) .
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For simplicity, Yj;m,n is defined to be equal to zero when n lies outside the inter-
val [−j, j]. In the rest of the text, we will restrict our discussion to type-I solutions
since they can give rise to the type-II solutions through a parity transformation be-
tween the two su(2) subalgebras [29]. For any choice of triple (j, m, n), we refer to
the corresponding type-I solution components as X j;m,n

a (τ, ω). Factoring out the τ
dependence, we define

Zj;m,n
a (ω) := X j;m,n

a (0, ω) such that X j;m,n
a = Zj;m,n

a e±iΩjτ . (5.38)

As the Maxwell theory is linear, we will use a slight abuse of notation and define
“spin-j solutions” as any linear combination of solutions labeled by (j, m, n) with
the same j. Take

Zj
a(ω) :=

j

∑
m=−j

j+1

∑
n=−j−1

Λj;m,nZj;m,n
a (ω) , (5.39)

for any set of complex coefficients Λj;m,n. Then,

A(j) = Zj
a(ω)e±iΩjτea (5.40)

is a spin-j solution. Finally, with the gauge potential fully solved, we can construct
the corresponding field strengths F of the Maxwell solutions on the cylinder I × S3

by taking the exterior derivative of A. The exterior derivative of the left-invariant
one-forms are obtained directly from the Maurer–Cartan equation,

dea + ϵabceb ∧ ec = 0 , (5.41)

where we already substituted the structure constants f a
bc = 2ϵabc of su(2). The elec-

tric and magnetic fields are extracted from

F =
1
2
FAB eA ∧ eB = dA = Eaea ∧ eτ +

1
2
Baϵabceb ∧ ec , (5.42)

where A, B ∈ {τ, 1, 2, 3}. For spin-j solutions, the electric and magnetic fields on the
cylinder are simply given by

E (j)
a = −∂τA(j)

a and B(j)
a = −ΩjA

(j)
a . (5.43)

5.2 Map to Minkowski

In the previous section, we used the hyperspherical harmonics on S3 to derive a ba-
sis of solutions for the gauge potential and the electromagnetic fields of the vacuum
Maxwell theory on a Lorentzian cylinder over the three-sphere. As previously dis-
cussed, due to the compactedness of the cylinder, such solutions have finite energy
and action. We can now explore the conformal invariance of the Maxwell theory on
four-dimensional spacetimes to conformally map such solutions back to R1,3, which
will result in a basis of finite-energy and finite-action electromagnetic knots on the
Minkowski spacetime. In the rest of this chapter, we will focus on the solutions’
properties that are relevant for the analyses in [32, 33]. For other discussions, we
refer the reader to [36].

In this section, we will use both the polar (t, r, θ, ϕ) and the cartesian (t, x, y, z)
coordinates for the Minkowski spacetimeR1,3. The (piece-wise) map between I × S3

and R1,3 will preserve the angular coordinates (θ, ϕ) from S2 ↪→ S3 to parametrise
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FIGURE 5.1: Illustration of the half of the 2I × S3 cylinder which is
mapped into Minkowski space R1,3. In the vertical axis, ω4 := cos χ.

the unit-radius two-sphere S2 ↪→ R0,3 ↪→ R1,3, hence, we will use the same ω̂a from
equation (5.3) in the Minkowski space. Moreover, two copies of I × S3 are going
to be glued together to cover the entirety of the Minkowski space, one covering the
positive-time hyperplane R1,3

+ and one covering the negative-time hyperplane R1,3
− .

Let us start from the Minkowski metric

ds2
Mink = −dt2 + dr2 + r2dΩ2

2 . (5.44)

In terms of light-cone coordinates

u := t − r and v := t + r , (5.45)

the metric reads
ds2

Mink = −dudv +
1
4
(v − u)2dΩ2

2 . (5.46)

We can then compactify the spacetime using

U := tan−1(u/ℓ) and V := tan−1(v/ℓ) , (5.47)

where −π
2 < U ≤ V < π

2 and ℓ sets a dimensionful scale for the compactification.
Then, the metric becomes

ds2
Mink =

1
4 cos(U)2 cos(V)2

(
−4dUdV + sin(V − U)2dΩ2

2
)

. (5.48)

Finally, the conformal map from Minkowski space to the Lorentzian cylinder over
S3 is made explicit through

τ := U + V and χ := π + U − V , (5.49)

such that χ ∈ (0, π] and τ ∈ (−π, π) =: 2I , with |τ| < χ. Notice that, in order
to extend the interval of the τ variable, we glued together two cylinders at τ =
0, otherwise we would only be reaching the t > 0 half of the Minkowski space.
Moreover, the inequality between τ and χ shows that only the |τ| < χ half of the
2I × S3 cylinder is mapped into the entire Minkowski space. Such map is illustrated
in Figure 5.1. In terms of τ and χ, the metric now reads

ds2
Mink = γ−2 (−dτ2 + dχ2 + sin(χ)2dΩ2

2
)

= γ−2 (−dτ2 + dΩ2
3
)
= γ−2ds2

cyl ,
(5.50)
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where

γ =
2ℓ2√

4ℓ2t2+(r2−t2+ℓ2)2
=

2ℓ2√
4ℓ2r2+(t2−r2+ℓ2)2

= cos τ − cos χ . (5.51)

As previously mentioned, the θ and ϕ coordinates are kept fixed from 2I × S3 to
R1,3, so the map can be expressed simply in terms of a transformation from (τ, χ) to
(t, r), namely,

sin τ = γt/ℓ and sin χ = γr/ℓ . (5.52)

Another useful relation will be

exp(iτ) = γ
(ℓ+ it)2 + r2

2ℓ2 . (5.53)

The Jacobian of the transformation (5.52) reads

∂(τ, χ)

∂(t, r)
=

1
ℓ

(
p −q
q −p

)
, (5.54)

where

p = γ2 r2 + t2 + ℓ2

2ℓ2 = 1 − cos τ cos χ and q = γ2 t r
ℓ2 = sin τ sin χ . (5.55)

Alternatively, one can also express the map in terms of cartesian coordinates, in
which we use the ωa from equation (5.2) to parametrise the three-sphere S3. It then
reads

cot τ =
r2 − t2 + ℓ2

2ℓt
, ω1 = γ

x
ℓ

, ω2 = γ
y
ℓ

, ω3 = γ
z
ℓ

,

and ω4 = γ
r2 − t2 − ℓ2

2ℓ2 .
(5.56)

Using the conformal map, we can straightforwardly pull the left-invariant one-
forms on the cylinder back to Minkowski space. In polar coordinates, and using the
ω̂a from (5.3) instead of (θ, ϕ) to parametrise the two-sphere, they read

eτ = γ2 (t
2 + r2 + ℓ2)dt − 2trdr

2ℓ3 ,

ea = γ2 ω̂a (2rtdt−(t2+r2+ℓ2)dr
)
−(t2−r2+ℓ2)rdω̂a−2ℓr2ϵajkω̂ jdω̂k

2ℓ3 .
(5.57)

From those expressions, we easily obtain functions χA
µ , where A ∈ {τ, 1, 2, 3}, such

that
eA = χA

µ dxµ . (5.58)

With the relation between the two sets of one-forms, we can directly obtain a
set of finite-action and finite-energy Maxwell vacuum solutions on Minkowski from
(5.27) (with Xτ = 0) and components (5.36). For each solution on the Lorentzian
cylinder, the cartesian components Aµ

1 and Fµν of the gauge potential and the field
strength tensor in Minkowski space are simply obtained through

A = Aaea = Aµdxµ and F =
1
2
FAB eA ∧ eB =

1
2

Fµν dxµ ∧ dxν . (5.59)

1Notice that the temporal gauge condition on the cylinder does not imply At = 0 on the Minkowski
space. Indeed, At will have a non-zero contribution from Aχ.
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FIGURE 5.2: Illustration of some of the electric (red) and magnetic
(green) field lines of the imaginary part of the (j, m, n) = (0, 0, 1) so-

lution, which turns out to be the Rañada-Hopf knot.

Moreover, using the hyperspherical harmonics and the relation (5.53), it is straight-
forward to show that the components of the electric and magnetic fields built from
this method are always rational functions of the Minkowski coordinates (t, x, y, z).
Explicitly, for type-I spin-j solutions, they are always of the form

P2(2j+1)(t, x, y, z)
Q2(2j+3)(t, x, y, z)

, (5.60)

where Pn and Qn here are polynomials of degree n. This implies that the energy and
action of such solutions are indeed finite, as expected. For more details, see [36].

The fields increase in complexity with the “spin” of the solution. For an explicit
example, let us take one of the simplest examples available to illustrate how such
fields can behave. Consider the complex solution for j = 0, m = 0, and n = 1 and
take its imaginary part, by linearity of the Maxwell equations. Such electromagnetic
field turns out to be the celebrated Rañada-Hopf electromagnetic knot [30]. It is more
simply expressed in terms of its Riemann-Silberstein vector S⃗ := E⃗ + iB⃗, as

S⃗RH =
1

((t − i)2 − r2)3

 (x − iy)2 − (t − i − z)2

i(x − iy)2 + i(t − i − z)2

−2(x − iy)(t − i − z)

 , (5.61)

and some of its field lines are illustrated in Figure 5.2.

5.3 Conformal group and conserved Noether charges

Conformal transformations on an inner product space are defined as angle-preserving
transformations and they form a group referred to as the conformal group of such
space [37]. The conformal group of the Lorentzian space Rp,q is SO(p + 1, q + 1).
In particular, for the four-dimensional Minkowski spacetime it is SO(2, 4), which in-
clude transformations from the Lorentz group SO(1, 3), translations, dilatations, and
the so-called special conformal transformations, as we will see below. By Noether’s
theorem, the fact that Maxwell’s theory in four-dimensions is invariant with respect
to such transformations implies the existence of conserved charges, which can then
be used to better understand properties of these solutions and compare them to other
known ones. Computing and analysing such quantities will be the objective of this
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section. However, let us first briefly review the conformal group and how it acts on
R1,3.

In a general pseudo-Riemannian manifold with metric gµν, the local angle-preserving
condition for a transformation x 7→ x′ reads

gρσ(x′)
∂x′ρ

∂xµ

∂x′σ

∂xν
= Ω(x)2gµν(x) , (5.62)

for any real smooth function Ω(x). Considering infinitesimal coordinate transforma-
tions x 7→ x′ = x + ϵ(x) +O(ϵ2) on a Minkowskian spacetime Rp,q, with p + q = d,
the condition reduces to

ηρσ(δ
ρ
µ + ∂µϵρ)(δσ

ν + ∂νϵσ) +O(ϵ2) = Ω(x)2ηµν . (5.63)

If κ(x) := Ω(x)2 − 1, we have

∂µϵν + ∂νϵµ = κ(x)ηµν . (5.64)

Taking the trace by contracting with ηµν, the expression above turns into

2(∂·ϵ) := 2∂µϵµ(x) = d κ(x) ⇒ κ(x) =
2
d
(∂·ϵ) , (5.65)

allowing us to rewrite (5.64) as

∂µϵν + ∂νϵµ −
2
d

ηµν(∂·ϵ) = 0 . (5.66)

This equation is called the conformal Killing equation. One can show that it is
solved by

ϵµ = aµ + θµνxν + αxµ + [2(b · x)xµ − (x · x)bµ] , (5.67)

where θ is anti-symmetric. Clearly, aµ and θµν correspond to theRd ⋊ SO(p, q) isom-
etry group of Rp,q, which in R1,3 reduces to the Poincaré group. Moreover, there
are two new transformations, the dilatation from the α parameter and the special
conformal transformations (SCTs) from bµ. As a consistency check, we can sum the
number of independent transformations, respectively,(

d +
d(d − 1)

2

)
+ 1 + d =

(d + 1)(d + 2)
2

= dim
(
SO(p+1, q+1)

)
. (5.68)

One can show that the finite forms of the special conformal transformations are built
from the composition of an inversion around the origin, a translation by −bµ, then
a second inversion around the origin. Finally, the transformations discussed above
are generated by

Translations : Pµ = i∂µ

Rotations : Mµν = i(xµ∂ν − xν∂µ)
Dilatation : D = −ixµ∂µ

SCTs : Kµ = −i(2xµxν∂ν − (x·x)∂µ)

(5.69)

Let us now go back to the Maxwell theory in Minkowski space. In four dimen-
sions, the free theory with action

S[Aµ] =
∫

d4x L = −
∫

d4x
1
4

FµνFµν (5.70)
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is invariant under the conformal group SO(2, 4). The variation of the gauge field Aµ

with respect to a transformation ζµ(x) is given by its Lie derivative £ with respect to
ζµ, namely

δAµ := £ζ Aµ = −ζν∂ν Aµ − Aν∂µζν = Fµνζν , (5.71)

where an integration by parts was performed in the last step and the boundary term
vanishes on the variation with fixed ends. With the variation of the gauge field, we
can compute the conserved current J as

Jµ =
∂L

∂(∂µ Aν)
δAν + ζµL = (FµρFνρ −

1
4

δ
µ
ν F2)ζν , (5.72)

where F2 = FαβFαβ. The current J satisfies the continuity equation ∂µ Jµ = 0, imply-
ing that an associated conserved charge Q can be computed as

Q =
∫

V
d3x J0 , (5.73)

for any fixed time. Hence, we can choose to compute those with t = 0. For t = τ = 0,
some of the expressions on the previous section simplify, and we have

χa
i =

γω4δa
i + γϵaibωb − ωaωi

ℓ
, χa

i χb
i =

γ2

ℓ2 δab ,

γ = 1 − ω4 , and d3x =
ℓ3

γ3 d3Ω3 =
ℓ3

γ3 e1 ∧ e2 ∧ e3 .
(5.74)

Moreover, the explicit relation between the electric and magnetic fields on the cylin-
der and on Minkowski space computed from (5.59) is also made simpler with t =
τ = 0 since then χτ

i = χa
0 = 0, which “decouple” the electric and magnetic parts.

The relation becomes

Ei = χτ
0 χa

i Ea and Bi =
1
2

ϵijk ϵabc χb
j χc

k Ba . (5.75)

For spin-j solutions, equation (5.43) contains the electromagnetic fields on the cylin-
der of spin-j solutions in terms of the potential A(j). For the rest of this section, let
us take A to be real with

A(j)
a = Zj

a(ω)eiΩjτ + Z̄j
a(ω)eiΩjτ . (5.76)

Equations (5.43), (5.75), and (5.76) will be used throughout the rest of the section to
compute the charges associated with conformal symmetries of spin-j solutions.

The simplest charge is the one associated with translations, which is also used to
define the energy-momentum tensor T. Namely, the current J associated with an ζµ

translation is
(Jµ)

ν = Tν
µ = FµαFνα − 1

4
δν

µF2 . (5.77)

The corresponding charges are the energy E for µ = 0 and the three-momentum
components Pi for µ = i. Explicitly, the energy density e := T00 reads

e :=
1
2
(E2

i + B2
i ) =

(γ

ℓ

)4
ρ , where ρ =

1
2
(E2

a + B2
a) (5.78)
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is the energy density on the cylinder. Integrating the energy density e on the t = 0
slice of the Minkowski space results in the total energy

E =
8
ℓ
(j + 1)3(2j + 1) ∑

m,n
|Λj;m,n|2 . (5.79)

For the momentum, it is useful to work with the momentum-density one-forms p :=
pidxi on the Minkowski space and P = Paea on the cylinder. Hence,

Pa = ϵabc Eb Bc and p =
(γ

ℓ

)3
P . (5.80)

Once more, the momentum components Pi are obtained from the integration of pi
on the t = 0 slice of Minkowski space. As an example, the expressions for j = 0 in
terms of the Λj;m,n components read

P(j=0)
1 = −

√
2
ℓ

((Λ̄0,−1 + Λ̄0,1)Λ0,0 + Λ̄0,0 (Λ0,−1 + Λ0,1)) ,

P(j=0)
2 =

i
√

2
ℓ

((−Λ̄0,−1 + Λ̄0,1)Λ0,0 + Λ̄0,0 (Λ0,−1 − Λ0,1)) ,

P(j=0)
3 =

2
ℓ

(
|Λ0,−1|2 − |Λ0,1|2

)
,

(5.81)

and they grow in complexity with increasing j. It is worth noticing that, after con-
sistently defining the action of the Da on the Λ components (see [32] for the details),
the Pi transform as vector components according to the so(3) algebra generated by
the Da. Explicitly,

DaPi = 2ϵaijPj , (5.82)

which allows us to obtain the P(j)
1 and P(j)

2 components from the P(j)
3 one with an ad-

equate action of Da. Moreover, if we take the momentum components (Pr, Pθ , Pϕ) in
spherical coordinates, Pθ vanishes identically for the cases we tested, for j = 0, 1/2, 1.
Additionally, for j = 0, Pϕ is proportional to Pz:

P(j=0)
ϕ = ℓP(j=0)

3 = 2
(
|Λ0;0,−1|2 − |Λ0;0,1|2

)
. (5.83)

This matching does not hold for higher values of j.
Lorentz transformations come from

ζµ = Mµ
ν xν where Mµν = −Mνµ , (5.84)

and they can be separated in standard rotations, associated with the Mij, and hyper-
bolic rotations, or boosts, associated with the M0j. For any j, the boost charges are
going to vanish identically, which means that the “centre of momentum" of such so-
lutions at t = 0 is in the origin of the chosen coordinate system. On the other hand,
the charges associated with rotations are the components of the angular momentum
L, and in general do not vanish. As with the momentum P in (5.82), we can check
that the Li components also transform as a SO(3) vector with respect to the action
of the Da. Once more, we can simplify our computations by defining the one-forms
l = lidxi and L = Laea, with La = ϵabcPbωc, and using

l =
(γ

ℓ

)2
L (5.85)
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to extract the components of the density li and integrate to obtain the charges Li.
For the spherical components of the angular momentum of spin-0 solutions, we find
that Lr vanishes and that the θ and ϕ components are proportional to P3,

L(j=0)
θ =

4
3
ℓ2P(j=0)

3 and L(j=0)
ϕ = −1

3
ℓ2P(j=0)

3 . (5.86)

This result does not hold for higher-j solutions.
For the dilatations, associated with transformations

ζµ = λxµ , (5.87)

it is straightforward to show that its charge D vanishes. That leaves us with the
special conformal transformations, associated with

ζµ = 2xµbνxν − xνxνbµ , (5.88)

which have four charges Vµ. V0 is said to be the charge of the “scalar SCT", and its
density v0 is, for all j, proportional to the energy density according to

v0 = (xµxµ) e . (5.89)

Integrating the density, we get the charge

V(j)
0 = ℓ2E(j) = 8ℓ(j + 1)3(2j + 1) ∑

m,n
|Λj;m,n|2 (5.90)

for spin-j solutions. Finally, for the three-vector components of V, we verified that,
up to at least j = 1, they are proportional to the three-momentum P:

Vi = ℓ2Pi . (5.91)

As such, they have the same properties as the ones discussed for the Pi.
Such charges were used in [32] to more easily categorise our solutions and to find

equivalences between (linear combinations of) them and electromagnetic knotted
fields obtained from other constructions, as well as to easily find the correct corre-
spondence of parameters to map the equivalent solutions into each other. One such
example is the time-translated Hopfian from equations (3.16-3.17) of [38], obtained
from the Bateman construction. For that, to match their parameter c, we have to
choose ℓ = 1 − c. Hence, it becomes clear that the time-translated Hopfian obtained
from Bateman’s construction is proportional to one of our spin-0 basis solutions,
namely with

(Λ0;0;1 , Λ0;0;0 , Λ0;0;−1) =
(

0 , 0 ,−i
π

2ℓ2

)
. (5.92)

Some field lines of the electric and magnetic fields generated by this setting are
shown in Figure 5.3. More examples of previously known knotted electromagnetic
fields from the literature being generated by our basis of solutions are discussed in
[32, 33] and will also be exemplified in the next section.

5.4 Trajectories of charged particles

In addition to construction methods and theoretical and mathematical properties
of knotted electromagnetic fields, there are important advancements in discussions
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FIGURE 5.3: Illustration of some field lines of electric (green) and
magnetic (red) fields of the time-translated Hopfian, described in [38]

(for t = 0 and c = 60 in their conventions).

about experimental settings for generation and application of such fields. In [39], for
example, the generation of knotted electromagnetic fields using Laguerre–Gaussian
beams is discussed, as well as potential applications in atomic particle trapping, ma-
nipulation of cold atomic ensembles, helicity injection for plasma confinement, and
generation of soliton-like fields in a nonlinear medium. More recently, some simple
knotted field configurations, including the figure-8 knot, were produced in the labo-
ratory using laser beams with knotted polarisation singularities [40]. In this scenario,
in order to enable more in-depth discussions on experimental applications, it be-
comes essential to better understand the possible effects of such fields on a charged
particle. As their complexity does not allow for analytical solutions of equations of
motion of charged particles in such backgrounds, a numerical work on simulations
of such trajectories was performed in [33] and will be discussed in this section.

Let us split the complex basis solutions into two real sets labeled (j; m, n)R and
(j; m, n)I for the real and the imaginary parts, respectively, of the (j; m, n) solution
on (5.36), and consider the respective electric and magnetic fields. Characteristic fea-
tures due to the particular construction method should and will be clearly illustrated
in their behaviour and on trajectories of charged particles in them. Some characteris-
tics are intrinsic to the type of solutions we are working with, such as the complexity
of the field lines growing with j. In addition to the spin-0 example in Figure 5.2, see
Figure 5.4 for instances of electric and magnetic field lines of a spin- 1

2 and a spin-1 so-
lution, illustrating their increasing complexity. Those fields correspond, respectively,
to the (1, 1), (2, 1), and (1, 3) examples of the (p, q)-torus knotted fields arising from
Bateman’s construction [31], as mentioned in the previous section.

Other characteristics are a more straightforward consequence of one of our con-
ventions. As an example, we can see that, due to the choice to diagonalise the J3
action of the isometry subgroup SO(3) ↪→ SO(4), which also acts on the Minkowski
unit-radius sphere S2 ↪→ R1,3, the z-direction is singled out. Both the electric and
magnetic fields along the z-axis, that is,

E⃗(t, x = 0, y = 0, z) and B⃗(t, x = 0, y = 0, z) , (5.93)

are either contained in the xy-plane or in the z-axis, for all (j, m, n), for both the real
and the imaginary parts. The singling out of the z-direction is illustrated in Figure
5.5.
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FIGURE 5.4: Illustration of field lines of the electric (red) and mag-
netic (green) fields from the ( 1

2 ,− 1
2 , 3

2 )R and (1, 1, 2)I solutions, re-
spectively, with t = 0.

To try to better understand the basis solutions and for future use on the trajec-
tories simulations, for each configuration K we computed the maximum EK

max(t) of
the energy density E := 1

2 (E⃗2 + B⃗2) along the space for each time t. Moreover, we
defined RK

max(t) such that

EK(t, x⃗max(t)) = EK
max(t) ⇒ RK

max(t) := |⃗xK
max(t)| . (5.94)

When the configuration being considered is clear from the context, we will omit K
from the notation. The three-vectors x⃗max(t) which maximise the energy density of a
field configuration at the time t will generally not be unique, however, the multiple
vectors will always be equidistant to the origin, hence Rmax(t) is unique and well-
defined for all configurations and time t. In Figure 5.5, for example, we use Emax(t)
to set a scale for the contour plot of energy densities. It will also be used in what
follows to establish more adequate initial conditions for the simulations of particle
trajectories.

FIGURE 5.5: Contour plots for energy densities at T=0 (yellow), T=1
(cyan) and T=1.5 (purple) with contour value 0.9Emax(1.5). Left:

(0, 0, 1)I configuration. Right: ( 1
2 ;− 1

2 ,− 3
2 )R configuration.

Finally, let us discuss the equations of motion to be used in the simulations of
charged particle trajectories under the knotted electromagnetic field configurations.
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For simplicity, we will only consider basis field configurations of up to spin-1. The
trajectories are governed by the relativistic Lorentz equation

dp⃗
dt

= q
(

E⃗ℓ + v⃗ × B⃗ℓ

)
, (5.95)

where q is the charge of the test particle, p⃗ = γ̃mv⃗ is its relativistic three-momentum,
v⃗ its three-velocity, m its mass, γ̃ = (1 − v⃗ 2)−

1
2 its Lorentz factor, and E⃗ℓ and B⃗ℓ

are the dimensionful electric and magnetic fields, respectively, which carry the ℓ
factor of the map from the cylinder over the three-sphere to the Minkowski space.
It is worth noticing here that we will neglect effects of backreaction of the electro-
magnetic fields generated by the charged particle’s acceleration. This choice will be
justified later for a family of scenarios.

It is straightforward to rewrite the equation of motion above directly in terms
of the derivative of the three-velocity [41]. Especifically, if Ep is the energy of the
particle, we use

Ep = γ̃m and
dEp

dt
= q(⃗v · E⃗ℓ) (5.96)

to rewrite (5.95) as
dv⃗
dt

=
q

γ̃m

(
E⃗ℓ + v⃗ × B⃗ℓ − (⃗v · E⃗ℓ )⃗v

)
, (5.97)

which is an equivalent equation of motion, only differing by the position of the non-
linearity on the three-velocity, which proved to be more efficient for simulations.
Moreover, before proceeding with the numerics, it will be useful to use the length
scale ℓ to once more rewrite the equation of motion, now only in terms of dimen-
sionless quantities. Defining

T :=
t
ℓ

, X⃗ :=
x⃗
ℓ

, V⃗ :=
dX⃗
dT

= v⃗ , E⃗ := ℓ2E⃗ℓ , and B⃗ := ℓ2B⃗ℓ , (5.98)

we rewrite (5.95) as
d(γ̃V⃗)

dT
= κ

(
E⃗ + V⃗ × B⃗

)
(5.99)

and (5.97) as
dV⃗
dT

=
κ

γ̃

(
E⃗ + V⃗ × B⃗ − (V⃗ · E⃗)V⃗

)
, (5.100)

where κ = qℓ3λ
m is a dimensionless parameter and λ is a numerical constant that can

be factored from the Λj;m,n coefficients. The numerical parameter κ may be used to
justify neglecting the backreaction, since we can tune the other parameters on the
definition of κ to keep its value fixed while making the charge as small as needed,
then justifying this approximation to whichever precision is required. The descrip-
tion of the dynamics in terms of dimensionless quantities from equations (5.99) and
(5.100) is more suitable for numerical simulations.

Before proceeding to the results, we need to specify the initial conditions to be
used, for which we separated the main scenarios in

(1) N identical particles with V⃗0 := V⃗(T = 0) = 0 and initial positions located
symmetrically with respect to the origin, or

(2) N identical particles with X⃗0 := X⃗(T = 0) = 0 and initial velocities directed
radially outward symmetrically with respect to the origin.
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Each of those will be presented in three different settings, namely

(A) Non-zero initial conditions distributed along a line, or

(B) on a circle of radius r, or

(C) on a sphere of radius r.

For scenario (2), we separate the particle’s initial speed in three different cases,
namely

(i) non-relativistic (here defined as |V⃗0| < 0.1),

(ii) relativistic (0.1 < |V⃗0| < 0.99),

(iii) ultra-relativistic (0.99 < |V⃗0|).

In [33], we show more results for each setting and we further explain the thought
process for the details in each simulation, including for the values of κ and for the
initial conditions in terms of Rmax and Emax, trying to maximise the effect of the
electromagnetic fields on the particle trajectories. In the rest of this section, we will
only briefly discuss two of the features we observed in the simulations, namely the
possibility of acceleration from rest up to ultra-relativistic speeds and, for some con-
figurations, the focusing of multi-particle trajectories with varied initial conditions
into certain numbers of beams in small solid-angle regions of spacetime.

The two aforementioned features have to do with the fact that, with higher val-
ues of κ, it is possible to make the initial conditions increasingly irrelevant for the
trajectories. Despite the fields decreasing with powers of both space and time coor-
dinates, in most field configurations, we could observe particles being accelerated
from rest to ultra-relativistic speeds, as illustrated in Figure 5.6. Furthermore, for
higher-spin configurations, the number of vectors x⃗ such that |⃗x| = Rmax gener-
ally grow and the energy density gets localised in an increasing number of small
solid-angle regions. Particles located near those regions are usually accelerated to
ultra-relativistic speeds. Moreover, this effect may also cause the trajectories to get
split and localised into a certain number of solid-angle regions of spacetime, as we
see exemplified in Figure 5.7. The number of such regions for fixed j change with
m and n, but the maximum number of regions observed grows with j, as expected
from the complexity of the field lines.

In summary, both papers [32] and [33] are part of an effort to deepen our knowl-
edge on the new electromagnetic knots generated from the method first described
in [29]. The former focus on explicit comparison with fields constructed with other
methods in the literature and on analytical results for Noether charges, which help
not only in the comparison but also on categorising and better understanding the
physical properties of such electromagnetic fields, both individually and on how
they change with the parameters of the construction. The latter focus on a numer-
ical investigation aiming at enabling a future discussion on possible experimental
applications of such electromagnetic knots, similar to what is discussed in [39], by
performing a first investigation on the variety of effects of such fields on charged
particles in different relevant cases and the physical effects that would be relevant in
such setups.
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FIGURE 5.6: Trajectory of a charged particle for the ( 1
2 ;− 1

2 ,− 3
2 )R field

configuration with initial conditions X0=(0.01, 0.01, 0.01) and V0=0
simulated for T ∈ [−1, 1]. Upper left: Particle trajectory for κ=10.
Upper right: absolute velocity profile for κ=10. Bottom: absolute

velocity profile for κ=100.

FIGURE 5.7: Simulation of N=18 particles in scenario (1C) with
r=0.01 and T ∈ [0, 3]. Left: (1,−1,−2)R configuration with κ=500.

Right: (1,−1,−1)R configuration with κ=10.
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Chapter 6

The non-abelian case I:
non-compact gauge groups

In the previous chapter, we explored the consequences of the reduction of a SU(2)
Yang–Mills theory on a cylinder over a three-sphere to a specific U(1) subgroup,
which is later conformally mapped into the Minkowski space. In this chapter, we
will mostly work with the non-Abelian theory itself. Motivated by the results ob-
tained with the deSitter method, we will investigate what kind of new Yang–Mills
fields we can obtain in different settings; more specifically, for different gauge groups,
spacetimes, and foliations. Section 6.1 is on a SO(1, 3) gauge theory while Section
6.2 is on a family of SU(1, 1) gauge theories, the two of which will be discussed in
both specific foliations and on the Minkowski space.

It may be striking that both the aforementioned cases have non-compact gauge
groups, which is unusual in particle physics. Regarding that, three observations are
in order. Firstly, we can still reduce such non-abelian fields to particular abelian sub-
groups and generate new electromagnetic fields with their own applications, as we
illustrate in the end of Section 6.2, where we reproduce recently discovered mag-
netic vortex solutions, with many other possibilities still open to be investigated.
Secondly, non-Abelian gauge fields are relevant beyond the realm of standard parti-
cle physics, and so is our need to understand such theories. The immediate example
is on the formulation of gravity as a gauge theory, however, they also appear, for ex-
ample, in Condensed Matter physics [42]. Thirdly, despite initial methods of analysis
pointing otherwise, gauge theories with non-compact gauge groups can indeed lead
to particle theories with an unitary S-matrix [43] with indications of being renor-
malisable [44]. That said, in this thesis we only work with the classical Yang–Mills
solutions, such that those issues are out of the scope of our work.

6.1 SO(1, 3) gauge theory on Minkowski space

In this section, we will work on foliations of parts of Minkowski space using the
action of the Lorentz group. Explicitly, after choosing an origin, the interior of the
lightcone T (with T± representing its future and past halves) will be foliated by
cosets SO(1, 3)/SO(3) ≡ H3, the exterior of the lightcone S will be foliated by cosets
SO(1, 3)/SO(1, 2) ≡ dS3, and the future and past lightcone surfaces L± will be
mapped on SO(1, 3)/ISO(2). Gauge fields will be constructed in those three spaces,
then we will discuss whether they can be glued together after pulling them back to
Minkowski space.
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6.1.1 General setting

The procedure we will follow is to choose a “base" vector x0 in the region to
be foliated and obtain the coset structure to be used in the foliation from the orbit-
stabiliser theorem. From a G-action on the manifold, the sheet will be the orbit Orbx0

,
which is bijectively mapped onto G/Stabx0

, according to Theorem 3. The subgroup
Stabx0

will be generally referred to as H, and will be clear from the context. Hence, a
foliation R×G/H will be constructed, where u ∈ R will be the foliation parameter.
In all cases, we will be working on symmetric spaces, so the split of the algebra and
the commutation relations will follow (2.28) and (2.29), with f c

ab = 0. Hence, we
may work with the one-forms as in 2.4, with {ea} on the coset space and {ei} on the
stabiliser subgroup.

Finally, we will use the one-forms {ea} and eu := du to build a Yang–Mills theory
on the foliation R×G/H. The gauge field A and its curvature F are decomposed as

A = Au eu +Aa ea and F = Fua eu ∧ ea +
1
2
Fab ea ∧ eb . (6.1)

The temporal gauge and the decomposition on the Lie-algebra elements read

Au = 0 and Aa = Ai
a Ti +Ab

a Tb , (6.2)

respectively. The equivariant Ansatz for the symmetric-space coset structure [4] then
implies

Ai
a = χi

a and Aa
b = Aa

b(u) = ϕ(u)δa
b , (6.3)

reducing the dynamics to that of a single real function ϕ(u). In summary, the gauge
field reduces to

A = Ti ei + ϕ(u) Ta ea (6.4)

and the field strength to

Fua = ϕ̇ Ta and Fab = (ϕ2−1) f i
ab Ti , with ϕ̇ := ∂uϕ . (6.5)

Notice that the colour-electric field Ea = Fau is valued in m while the colour-magnetic
one Ba =

1
2 εabcFbc is valued in h. This implies that, for four-dimensional spacetimes

foliated as symmetric spaces, the equivariant Ansatz cannot provide (anti-)self-dual
solutions.

After the restriction of F due to the equivariant Ansatz, we should in principle
reduce the equation of motion to that of the scalar degree of freedom directly from
the Yang–Mills equation ∗D ∗F = 0, since the introduction of the reduced F directly
in the Yang–Mills action before extremising it could introduce spurious solutions.
However, as G is semi-simple and analytic, the principle of symmetric criticality
[45] guarantees that the two routes are indeed equivalent. Hence, we can simply
reduce the action (4.62) with the explicit expression (6.5) for F and extremise the
reduced action in terms of ϕ(u).

6.1.2 Interior of the lightcone T
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For the foliation of the two halves T± of the interior of the lightcone, we will take
the natural action of SO(1, 3) on R1,3. For simplicity, let us choose the base vector as
xT = (1, 0, 0, 0). The stabiliser subgroup is H = SO(3) and the sheets will be halves
of the two-sheeted unit hyperboloid H3 embedded in R1,3 ∋ y, with

y · y = ηµνyµyν = −1 . (6.6)

The identification between H3 and the coset SO(1, 3)/SO(3) for T+ is made explicit
through

αT : SO(1, 3)/SO(3) → H3 , [ΛT ] 7→ yµ = (ΛT )
µ

ν x ν
T ,

α−1
T : H3 → SO(1, 3)/SO(3) , yµ 7→ [ΛT ] ,

(6.7)

where [ΛT ] = {Λ ∈ SO(1, 3) : Λ ∼ ΛT } is the equivalence class under right H =
SO(3)-multiplication. Notice that the map from the equivalence classes into H3 is
only well-defined because H is the stabiliser subgroup of xT . The foliation of T+ is
then performed with

φT : R× H3 → T , (u, yµ) 7→ xµ := eu yµ ,

φ−1
T : T → R× H3 , xµ 7→ (u, yµ) :=

(
ln
√
|x·x|, xµ√

|x·x|

)
.

(6.8)

If one employs −xT as the base vector, T− will be obtained instead, in an analogous
fashion.

With this setting, the Minkowskian metric on the interior of the lightcone is con-
formal to that of the Lorentzian cylinder over H3:

ds2
T = e2u (−du2 + ds2

H3

)
. (6.9)

Moreover, the standard generators of so(1, 3),

K1=

( 0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

)
, K2=

( 0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

)
, K3=

( 0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

)
,

J1=

( 0 0 0 0
0 0 0 0
0 0 0 -1
0 0 1 0

)
, J2=

( 0 0 0 0
0 0 0 1
0 0 0 0
0 -1 0 0

)
, J3=

( 0 0 0 0
0 0 -1 0
0 1 0 0
0 0 0 0

)
,

(6.10)

are split according to (2.28) as Ti = Ji and Ta = Ka, with structure constants

f k
ij = ε ijk , f b

ia = ε iab , and f i
ab = −εabi (6.11)

and indefinite Cartan–Killing metric

gij = f l
ik f k

lj + f b
ia f a

bj = 4 δi j ,

gab = 2 f i
ac f c

ib = −4 δab , and gia = 0 .
(6.12)

Finally, using the coset map (6.7), we can obtain the Maurer–Cartan one-forms
from

Λ−1
T dΛT = ea Ta + ei Ti , (6.13)

resulting in

ea =

(
δab − ya yb

y0(1+y0)

)
dyb and ei = ε iab

ya

1+y0 dyb , (6.14)
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where

ds2
H3 = δab ea ⊗ eb and ei = χi

a ea , with χi
a = εaib

yb

1+y0 . (6.15)

The reduced action then reads

Sred = 6
∫
R×H3

dvol
( 1

2 ϕ̇2 − V(ϕ)
)

, (6.16)

where dvol = 1
3! εabc du ∧ ea ∧ eb ∧ ec is the volume form and

V(ϕ) = −1
2
(ϕ2−1)2 . (6.17)

This is the action of a Newtonian particle subjected to a potential V(ϕ). Hence, the
equation of motion for the scalar degree of freedom ϕ is

ϕ̈ = −∂V
∂ϕ

= 2 ϕ (ϕ2−1) . (6.18)

The solutions for this equation can be parametrised in terms of the “initial time" u0
and the mechanical energy E = 1

2 ϕ̇2 + V(ϕ). If E ∈ [− 1
2 , 0], the bounded solutions

can be written in terms of the Jacobi sine function as

ϕE,u0(u) = f−(E) sn
(

f+(E)(u−u0), k
)

, (6.19)

where

f±(E) =
√

1 ±
√
−2E and k2 =

f−(E)
f+(E)

. (6.20)

Limiting cases for E ∈
{
− 1

2 , 0
}

are

ϕ =


0 for E = − 1

2 ,
tanh (u−u0) for E = 0 ,
±1 for E = 0 .

(6.21)

Scattering solutions can be found for both positive and negative E. For E > 0, we
have

ϕE,u0(u)=
1√

2k2−1

1+cn
(

2√
2k2−1

(u−u0), k
)

sn
(

2√
2k2−1

(u−u0), k
) , with E=− 2k2(k2−1)

(2k2−1)2 , (6.22)

while, for E < 0,

ϕE,u0(u)=

√
2k2

2k2−1
cn

(√
2

1−2k2 (u−u0), k

)
, with E=− 1

2(2k2−1)2 . (6.23)

For any solution ϕ, we can use (6.8) to pull the gauge field back to the Minkowski
space. The one-forms in both spaces are related according to

eu =
t dt−r dr

t2 − r2 and ea =
1
|x|

(
dxa− xa

|x| dt+
xa

|x|(|x|+ t)
r dr

)
, (6.24)
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where
r :=

√
x⃗·⃗x and |x| :=

√
|x·x| =

√
|t2−r2| . (6.25)

Hence, using the abbreviation ϕ(x) := ϕE,u0(u(x)), the gauge field A on Minkowski
space reads

A =
1
|x|

{
ε k

ab xa

|x|+ t
dxb Tk + ϕ(x)

(
dxa− xa

|x| dt+
xa

|x|(|x|+ t)
r dr

)
Ta

}
(6.26)

and the field-strength tensor F = Fµν dxµ ∧dxν can be written in terms of the colour-
electric and -magnetic fields

Ea =
1

|x|3

{(
ϕ2−1

)
ε i

ab xb Ti − ϕ̇
(

t δab − xa xb

|x|+ t

)
Tb

}
, and

Ba = − 1
|x|3

{(
ϕ2−1

) (
t δa i − xa xi

|x|+ t

)
Ti + ϕ̇ ε c

ab xb Tc

}
.

(6.27)

Finally, the stress-energy tensor

Tµν = − trad

(
Fµα Fνβ ηαβ − 1

4
ηµνF2

)
, with F2 = Fµν Fµν , (6.28)

reads, explicitly,

T =
E

(r2−t2)3


3t2+r2 −4tx −4ty −4tz
−4tx t2+4x2−r2 4xy 4xz
−4ty 4xy t2+4y2−r2 4yz
−4tz 4xz 4yz t2+4z2−r2

 . (6.29)

The gauge field, the field-strength tensor, and the stress-energy tensor are all singu-
lar on the lightcone t = ±r. However, for now, the fields are only defined within
the lightcone. This will be addressed later when we try to extend such fields to the
entirety of the Minkowski space. Now, let us consider the same procedure outside
the lightcone.

6.1.3 Exterior of the lightcone S

The procedure to build a foliation, employ the equivariant Ansatz, and obtain
the gauge fields in the corresponding part of the Minkowski space is very similar
on the outside of the lightcone, here denoted as S . Here, the chosen base vector is
xS = (0, 0, 0, 1) and its stabiliser subgroup is H = SO(1, 2). The foliation will then
be constructed from sheets of the three-dimensional de Sitter space dS3 embedded
in R1,3 ∋ y with

y · y = ηµνyµyν = 1 . (6.30)

Once more, the identification with the coset is made explicit through

αS : SO(1, 3)/SO(1, 2) → dS3 , [ΛS ] 7→ yµ = (ΛS )
µ

ν x ν
S ,

α−1
S : dS3 → SO(1, 3)/SO(1, 2) , yµ 7→ [ΛS ] ,

(6.31)
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where [ΛS ] = {Λ ∈ SO(1, 3) : Λ ∼ ΛS} is the equivalence class under right
SO(1, 2)-multiplication. Once more, the map from the equivalence class is only well-
defined since SO(1, 2) is the stabiliser of xS . The foliation of S is then performed with
the map

φS : R× dS3 → S , (u, yµ) 7→ xµ := eu yµ ,

φ−1
S : S → R× dS3 , xµ 7→ (u, yµ) :=

(
ln
√
|x·x|, xµ√

|x·x|

)
.

(6.32)

The metric of the cylinder over the deSitter space will also be conformal to that
of the Minkowski space. However, in this case, the generators of so(1, 3) will be split
according to

Ti ∈ {K1, K2, J3} and Ta ∈ {J1, J2, K3} . (6.33)

It is straightforward to get the structure constants from (2.28) in terms of such a split
and to compute the Cartan–Killing metric and the new splitted one-forms. They
read

ea = dy3−a − y3−a

1+y3 dy3 and ei = −ε i a b
y3−a

1+y3 dy3−b (6.34)

and are related through

ei = χi
a ea , with χi

a = ε i a b
y3−b

1+y3 . (6.35)

In this case, the dS3 metric is already Lorentzian. If η̃ab = diag(−1, 1, 1),

ds2
dS3

= η̃ab ea ⊗ eb , (6.36)

and the cylinder R× dS3 is an Euclidean foliation, with metric

ds2
S = eu ⊗ eu + η̃ab ea ⊗ eb . (6.37)

Up to the volume form in terms of Minkowski components, the reduced action
in this case is identical to the one obtained in the interior of the lightcone (6.16), with
the same potential V(ϕ) = − 1

2 (ϕ
2−1)2. Hence, the reduced equation of motion for

the scalar degree of freedom will be the same 6.18, as will be its solutions (6.19, 6.21,
6.22, 6.23).

Pulling the one-forms back to the Minkowski space with (6.32), we obtain

eu :=du =
r dr − t dt

r2 − t2 and

ea =
1
|x|

(
dx3−a − x3−a

|x| dz − ηbc x3−a xb−1

|x|(|x|+ z)
dxc−1

)
.

(6.38)

Then, the gauge potential in Minkowski coordinates reads

A =
1
|x|

{
εi

cb x3−b

|x|+ z
dx3−c Ti +

ϕ(x)
(

dx3−a − x3−a

|x| dz − ηbc x3−a xb−1

|x|(|x|+ z)
dxc−1

)
Ta

} (6.39)
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and the colour-electric Ei and -magnetic Bi fields read

E1 =
1

|x|3

[
ϕ̇ (T2 t + T3 x) +

(
ϕ2−1

) {
− y
|x|+ z

(T6 t − T5 x − T4 y) + T4 z
}]

,

E2 =
1

|x|3

[
ϕ̇ (T1 t + T3 y) +

(
ϕ2−1

) { x
|x|+ z

(T6 t − T5 x − T4 y)− T5 z
}]

,

E3 =
1

|x|3

[
ϕ̇
{
− t
|x|+ z

(T3 t + T1 y + T2 x) + T3 z
}
−
(
ϕ2−1

)
(T4 x − T5 y)

]
,

B1 =
1

|x|3

[
−ϕ̇

{ y
|x|+ z

(T3 t + T1 y + T2 x) + T1 z
}
+
(
ϕ2−1

)
(T5 t − T6 x)

]
,

B2 =
1

|x|3

[
ϕ̇
{ x
|x|+ z

(T3 t + T1 y + T2 x) + T2 z
}
−
(
ϕ2−1

)
(T6 y − T4 t)

]
,

B3 =
1

|x|3

[
ϕ̇ (T1 x − T2 y) +

(
ϕ2−1

) { t
|x|+ z

(T6 t − T5 x − T4 y)− T6 z
}]

,

(6.40)
where here the two sets {Ta} and {Ti} are mixed, so we denoted the generators Ta
with numerical labels 4, 5, and 6 to avoid confusion.

The stress-energy tensor of such fields in terms of the Minkowski coordinates
comes out as identical to the previous one (6.29), from the interior of the lightcone
T , which, disregarding the divergent behaviour in the lightcone surface, seems to
favour that the two sets of fields can be considered together for a field defined in the
whole space. Before we discuss this relation further, let us complete the picture by
looking into the lightcone surface.

6.1.4 Lightcone surface L

This case differs from the previous two in the fact that the lightcone surface is not
an open set of the Minkowski space, but a hypersurface. This already indicates that
a foliation by orbits of SO(1, 3) will not be possible. In our construction, that means
that there would be no dynamical variable u, implying that a field we construct in
the lightcone using the equivariant Ansatz should be trivial. Let us confirm such
observation.

The stabiliser subgroup of a vector in the lightcone can be easily computed using
the double cover of the Lorentz group, SL(2,C), and its action on the vector space of
2 × 2 Hermitian matrices, isomorphic to R1,3. In this case, H = E(2) = ISO(2), the
Euclidean group, which is generated by two translations and one rotation. Choos-
ing as base vector xL = (1, 0, 0, 1), the subalgebra h of the stabiliser subgroup is
generated by {P3, P4, J3}, with

P3:=K1−J2 =

( 0 1 0 0
1 0 0 -1
0 0 0 0
0 1 0 0

)
and P4:=K2+J1 =

( 0 0 1 0
0 0 0 0
1 0 0 -1
0 0 1 0

)
(6.41)

acting as generators of translations. The translations are orthogonal to themselves
with respect to the Cartan–Killing metric of g and there is no orthogonal complement
to h. However, we can still define m spanned by {P1, P2, K3}, with

P1:=K1+J2 =

( 0 1 0 0
1 0 0 1
0 0 0 0
0 -1 0 0

)
and P2:=K2−J1 =

( 0 0 1 0
0 0 0 0
1 0 0 1
0 0 -1 0

)
, (6.42)
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such that m respects g = h⊕ m and will generate the coset G/H. Notice that the
generated space is not symmetric or even reductive, as in the previous cases. In
fact, here m forms a subalgebra classified as type-V in Bianchi’s classification of 3-
dimensional real Lie algebras [46], generated by two translations and one dilation.

Using the base vector xL , we can explicitly construct the map between the coset
SO(1, 3)/ISO(2) and the future-half of the lightcone surface, L+, as in the previous
cases. It reads

αL+ : SO(1, 3)/ISO(2) ⊃ exp(m) → L+, [ΛL+ ] 7→ yµ = (ΛL+)
µ

ν x ν
L ,

α−1
L+

: L+ → SO(1, 3)/ISO(2) , yµ 7→ [ΛL+ ] ,
(6.43)

where [ΛL+ ] = {Λ ∈ SO(1, 3) : Λ ∼ ΛL+} is the equivalence class of the represen-
tative ΛL+ under right ISO(2)-multiplication.

If one chooses (−1, 0, 0, 1) as base vector, the same construction could be em-
ployed for the past-half of the lightcone surface, with the only difference being that
the splitting between h and m would be realised by

Ti ∈ {P1, P2, J3} and Ta ∈ {P3, P4, K3} . (6.44)

Moreover, contrary to the previous cases, no scaling of the base vector can be used
in a tentative foliation. Indeed, such a dilation is generated by K3, as

euK3 ·


1
0
0
1

 =


eu

0
0
eu

 . (6.45)

One can still construct the Maurer–Cartan form Λ−1
L+

dΛL+= eaTa and obtain, in
spherical coordinates (t, r, θ, φ) for the lightcone surface (|t| = r),

e1 = r
2 (cos φ dθ− sin θ sin φ dφ) ,

e2 = r
2 (sin φ dθ+ sin θ cos φ dφ) , and

e3 = 1
r dr− tan

θ

2
dθ ,

(6.46)

which form a local orthonormal frame on L+ with

ds2
R1,3

∣∣
L+

= 4 e1 ⊗ e1 + 4 e2 ⊗ e2 . (6.47)

The metric in this case is degenerate, as expected for the lightcone surface. One
can use such one-forms to construct a non-zero Yang–Mills field A on the lightcone
surface, however, it will always be pure gauge, with F = 0, as previously discussed.

6.1.5 Energy-momentum tensor

Using the conformal equivariance of the Yang–Mills theory in four dimensions
and foliations of the Minkowski spacetime with cosets of the Lorentz group, we
employed the equivariant Ansatz to construct gauge fields inside, outside, and on
the lightcone surface. On the lightcone, the procedure results in pure-gauge Yang–
Mills fields. On the other hand, the energy-momentum tensors (6.29) obtained on
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both T and S were non-trivial and identical in Minkowski coordinates, reading

Tµν = ϵ
4 xµxν − ηµνx·x

(x·x)3 . (6.48)

On the lightcone surface, it diverges as |x·x|−3/2. Furthermore, we can show that
this energy-momentum tensor is of a pure “improvement" form

Tµν = ∂ρSρµν, with Sρµν = ϵ
xρηµν − xµηρν

(x·x)2 , (6.49)

suggesting that the total energy and momentum may not diverge, but vanish on any
given spatial slice, given that it has an adequate fall-off at spatial infinity. However,
the singularity on the lightcone has to be considered, hence, energy and momen-
tum integrals reduce to a divergent boundary term on the lightcone. A matching of
solutions in T and S then require an adequate regularisation across the lightcone,
where all densities change sign due to the denominator of (6.48). It is worth notic-
ing that the standard principal-value prescription is not sufficient since the pole is
of third order, but a fine-tuned prescription can remove all poles. Alternatively, ad-
ditional degrees of freedom localised on the lightcone may provide a source which
compensates for the singularity, which was left to be explored in possible follow-up
works.

6.2 SU(1, 1) gauge theory on AdS4

In chapter 5, we discussed how the geometric structure of a cylinder over the three-
sphere S3, which is a foliation of the deSitter space dS4, can be explored in order
to straightforwardly construct gauge fields on it. We then discussed the abelian
case, which, using a conformal map to Minkowski space, gave rise to the basis of
electromagnetic knots. In chapter 7, we will discuss a cosmological application of
the non-abelian version of this construction. In this section, we will explore whether
the hyperbolic version of this construction gives rise to physically relevant results,
discussing both the abelian and the non-abelian versions, and exploring a conformal
map to the Minkowski space.

Even in the classical theory, it is relevant to address the viability of constructing
a physical gauge theory on AdS4 or foliations thereof due to the presence of closed
timelike curves and the lack of global hyperbolicity. For the former, one can simply
work in the universal covering space ˜AdS4, with an “unwrapped" timelike coordi-
nate. For the latter, we point out that the timelike boundary at spatial infinity can
be dealt with by using special boundary conditions and constructing an “effective"
Cauchy surface, as discussed in details in [47]. That said, let us proceed to the ex-
plicit construction.

6.2.1 AdS4, coframe, and map to Minkowski

The geometry of the anti-deSitter space has already been discussed in Section 3.4
where we showed that AdS4 can be written as a warped Euclidean cylinder over
AdS3 according to (3.48),

ds2
AdS4

= ℓ2[dz2 + cosh(z)2dΩ2
1,2
]

, (6.50)
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or, up to a conformal factor, as a straight cylinder, according to (3.50),

ds2
AdS4

=
ℓ2

cos(Z)2

[
dZ2 + dΩ2

1,2
]

, (6.51)

where ℓ is the anti-deSitter radius and Z ∈ IZ := (−π
2 ,+π

2 ). Here, the AdS3 will be
parametrised as the three-dimensional version of (3.45), that is,

dΩ2
1,2 = dρ2 − cosh(ρ)2dτ2 + sinh(ρ)2dϕ2 , (6.52)

with
τ ∈ Iτ := [−π, π] , ρ ∈ R+ , and θ ∈ [0, 2π] . (6.53)

This foliation allows us to make use of the fact that

AdS3 ≃ PSL(2,R) ≃ SU(1, 1)/{±Id} (6.54)

is a group manifold in order to easily construct a coframe, in accordance with Section
2.4. The Lie algebra su(1, 1) ≃ sl(2,R) is generated by

T0 =

(
−i 0
0 i

)
, T1 =

(
0 1
1 0

)
, T2 =

(
0 −i
i 0

)
, (6.55)

where

[Tα, Tβ] = 2 f γ
αβ Tγ and tr(Tα Tβ) = 2 ηαβ , (6.56)

with [ηαβ] = diag(−1, 1, 1) and the non-zero structure constants being

f 2
01 = f 1

20 = 1 = − f 0
12 . (6.57)

Hence, we can use the identification

g : AdS3 → SU(1, 1)

(α1, α2, α3, α4) 7→
(

α1−iα2 α3−iα4

α3+iα4 α1+iα2

) (6.58)

to construct the SU(1, 1) left-invariant one-forms {eα}. They read

e0 = cosh2ρ dτ + sinh2ρ dϕ ,

e1 = cos (τ−ϕ) dρ + sinh ρ cosh ρ sin (τ−ϕ) d(τ+ϕ) ,

e2 = − sin (τ−ϕ) dρ + sinh ρ cosh ρ cos (τ−ϕ) d(τ+ϕ) ,

(6.59)

such that the metric on AdS4 is conformal to

ds2
cyl = ηαβ eαeβ + dZ2 = : −(e0)2 + (e1)2 + (e2)2 + (e3)2 , (6.60)

with e3 := eZ.
Before we start working with the Yang–Mills theory in this setting, let us discuss

the map from the foliation of AdS4 to Minkowski space, which will be used later. We
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will break it in two steps. First, we fix τ and ϕ and consider

g1 : IZ × AdS3 → Iτ × S3
+

(τ, ρ, Z, ϕ) 7→ (τ, λ, θ, ϕ) ,
(6.61)

with (λ, θ) ∈ R+×[0, π], such that

tanh ρ = sin θ tanh λ and tan Z = − cos θ sinh λ . (6.62)

The metric then reads

ds2
AdS4

ℓ2 = − cosh2λ dτ2 +dλ2 + sinh2λ dΩ2
2 , with dΩ2

2 = dθ2 + sin2θdϕ2 , (6.63)

expliciting that the constant-τ leaves are hyperbolic spaces H3. Equivalently, we
could have taken this first step with a compactified radial coordinate χ. Choose

sinh λ = tan χ , where λ ∈ R+ =⇒ χ ∈
[
0,

π

2

)
. (6.64)

Then, (6.63) would instead read

ds2
AdS4

=
ℓ2

cos2χ

(
−dτ2 + dχ2 + sin2χ dΩ2

2
)
=

ℓ2

cos2χ

(
−dτ2 + dΩ2

3+
)

, (6.65)

which is a foliation where the leaves are the upper hemisphere S3
+ of S3 = S3

+ ∪ S2 ∪
S3
−. Those two maps show that AdS4 ≃ S1×H3 ≃ S1×S3

+.
In Section 5.2, we discussed a conformal map from a Lorentzian cylinder over S3

to Minkowski space in terms of both its cartesian (t, x, y, z) and polar (t, r, θ, ϕ) coor-
dinates. We can compose the same map (5.56) with the Iτ × S3

+ foliation, however,
the foliations above would only cover the half of the Minkowski space that corre-
spond to S3

+. Hence, let us insert a parameter ε = ±1 and take a second copy, with
ε = −1, of the AdS4 foliation in order to cover the other half of R1,3, with{

tanh ρ = sin θ tanh λ = ε sin θ sin χ

tan Z = −ε cos θ sinh λ = −ε cos θ tan χ
. (6.66)

Each one of the maps, with ε = ±1, will cover each half of the Minkowski space.
Explicitly, they correspond to

ε = +1 : ρ, λ ∈ R+ , χ ∈ [0, π
2 ) ⇔ northern hemisphere S3

+

ε = −1 : ρ, λ ∈ R− , χ ∈ (π
2 , π] ⇔ southern hemisphere S3

−
. (6.67)

Hence, using the exact same description as in (5.51-5.56), the metric will then read

ds2 =
4 ℓ4

(r2−t2−ℓ2)2

(
−dt2 + dx2 + dy2 + dz2)

=
4 ℓ4

(r2−t2−ℓ2)2

(
−dt2 + dr2 + r2dΩ2

2
) (6.68)

and we cover the entire Minkowski space with the exception of the three-dimensional
hypersurface χ = π/2, in which r2 − t2 = ℓ2, such that the conformal factor di-
verges. This issue will be considered separately later. The ε = +1 map covers the
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spatial exterior of the hyperboloid r2 − t2 = ℓ2, while the ε = −1 one covers its
interior. From the relations

cos τ =
γ

2ℓ2

(
r2 − t2 + ℓ2) , cos χ =

γ

2ℓ2

(
r2 − t2 − ℓ2) , (6.69)

and (5.52), respectively, we can consider the boundary of the χ-interval and assume
t ̸= 0 to conclude that the north pole χ = 0 is mapped into spatial infinity r =
+∞ of the Minkowski space while the south pole χ = π is mapped into r = 0.
Figure 6.1 illustrates the two glued AdS4 covering the Minkowski space in a Penrose
diagram. For more details on the boundary between the two copies on the different
parametrisations, we refer the reader to [48].

FIGURE 6.1: Illustration of two copies of AdS4 covering the
Minkowski space.

Left: Penrose diagram in (χ, τ). Lightcone in red, constant-t lines in
blue, constant-r lines in brown, and hyperboloid separating the two

copies of AdS4 in dashed black.
Right: (t, r) diagram of Minkowski space. Lightcone in red, constant-
τ lines in blue, constant-χ lines in brown, and hyperboloid separating

the two copies of AdS4 in dashed brown.

With the conformal maps from AdS4 to the cylinder over S3
± then to R1,3, we

straightforwardly pull the one-forms back from the anti-deSitter space. On the cylin-
der, they read

e0 =

(
dτ + sin2χ sin2θ dϕ

)
1 − sin2χ sin2θ

,

e1 =
ε
[

cos(τ−ϕ)(cos χ sin θdχ + sin χ cos θdθ)+ sin χ sin θ sin(τ−ϕ)d(τ+ϕ)
]

1 − sin2χ sin2θ
,

e2 =
−ε
[

sin(τ−ϕ)(cos χ sin θdχ+ sin χ cos θdθ)− sin χ sin θ cos(τ−ϕ)d(τ+ϕ)
]

1 − sin2χ sin2θ
,

e3 =
−ε
(

cos θ dχ − sin χ cos χ sin θ dθ
)

1 − sin2χ sin2θ
.

(6.70)
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Defining, for simplicity, εα such that ε0 := 1 and ε1 = ε2 := ε, the one-forms in
cartesian Minkowski coordinates read

eα =
ℓ εα

κ2+4ℓ2z2

(
2(κ+2ℓ2)dxα − 4xα x · dx − 4 ℓ f α

βγ xβdxγ
)

,

eZ =
ℓ ε

κ2+4ℓ2z2

(
−2 κ dz + 4 z x · dx

)
,

(6.71)

where κ := r2 − t2 − ℓ2 = x2 + y2 + z2 − t2 − ℓ2.
Even though the conformal factor in (6.68) diverges on the three-dimensional

hyperboloid κ = 0, the one-forms surprisingly only diverge on the two-dimensional
hyperboloid defined by κ = z = 0, or, in terms of the cylinder over S3, χ = θ = π/2.
Consequently, we will see that the field strenght is well-defined along κ = 0 as long
as z ̸= 0, which already allows us to extend the Minkowski solutions beyond the
original domain of validity of the conformal map.

6.2.2 Equivariant Yang–Mills fields

With the left-invariant one-forms on foliations of AdS4 and on R1,3 in hand, we
can construct gauge fields in such foliations and, once more exploring the conformal
invariance of the four-dimensional Yang–Mills theory, map them into the Minkowski
space. Consider the su(1, 1)-valued gauge field A and its field strenght F on I ×
AdS3:

A = A3 e3 +Aα eα =⇒ F = F3α e3 ∧ eα + 1
2Fβγ eβ ∧ eγ . (6.72)

The SU(1, 1) symmetry suggests a “temporal" gauge A3 = 0. Taking the equivariant
Ansatz, the su(1, 1) components of the gauge field may only depend on the foliation
parameter Z:

A = Xα(Z) eα =⇒ F = X
′
α e3 ∧ eα + 1

2

(
−2 f α

βγXα + [Xβ, Xγ]
)

eβ ∧ eγ , (6.73)

where X
′
α:=dXα

dZ . Then, the Yang–Mills Lagrangian reduces to

L = 1
4 trF3αF 3α + 1

8 trFβγF βγ = tr
{

1
4

(
(X

′
1)

2 + (X
′
2)

2 − (X
′
0)

2)+
−
(
X1 − 1

2 [X2, X0]
)2 −

(
X2 − 1

2 [X0, X1]
)2

+
(
X0 +

1
2 [X1, X2]

)2
}

.
(6.74)

From (6.74), we will investigate two different Ansätze to simplify and allow us to
solve the dynamics of the gauge fields: the non-abelian equivariant Ansatz and an
abelian reduction. From now on, let us set ℓ = 1 for simplicity, since it can always
be reinstated from dimensional analysis.

The equivariant Ansatz imposes A ∝ Tα eα. Hence, we will choose the propor-
tionality factor as

Xα = 1
2

(
1 + Φ(Z)

)
Tα , (6.75)

for convenience. The equivariant gauge field then reads

A = 1
2

(
1 + Φ(Z)

)
Tα eα (6.76)
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and, its field strenght,

F = 1
2 Φ′(Z) Tα e3 ∧ eα − 1

4

(
1−Φ(Z)2) Tα f α

βγ eβ ∧ eγ . (6.77)

With such field strenght, the Lagrangian (6.74) further reduces to that of a Newto-
nian particle subjected to a straight quartic potential,

L = 3
4

{
1
2 (Φ

′
)2 − 1

2 (1 − Φ2)2
}

, (6.78)

with V(Φ) = 1
2 (Φ

2 − 1)2. This potential is inverted with respect to the one in (6.18).
The equation of motion for the scalar degree of freedom is

Φ
′′
= 2 Φ (1 − Φ2) = − ∂V

∂Φ . (6.79)

In this case, all solutions are bounded, and can once more be expressed in terms of
Jacobi elliptic functions. Conservation of energy implies that

1
2 Φ̇2 + V(Φ) = E = const , (6.80)

such that the solutions will be periodic with period T(E), up to a few exceptions.
Fixing E and employing time translation invariance to set Φ̇(0) = 0, we determine
the classical solutions Φ(Z) up to half-period translations. Defining k and ϵ such
that

2 ϵ2 = 2k2−1 = 1/
√

2E , with k =
1√
2

, 1, ∞ ⇔ E = ∞,
1
2

, 0 , (6.81)

we can express the solutions as

Φ(Z) =



k
ϵ cn

(Z
ϵ , k
)

with T = 4 ϵ K(k) for 1
2 < E < ∞

0 with T = ∞ for E = 1
2

±
√

2 sech
(√

2 Z
)

with T = ∞ for E = 1
2

± k
ϵ dn

( k Z
ϵ , 1

k

)
with T = 2 ϵ

k K( 1
k ) for 0 < E < 1

2

±1 with T = π for E = 0

, (6.82)

where cn and dn denote Jacobi elliptic functions and K is the complete elliptic in-
tegral of the first kind. It is worth noticing that the action of such field configura-
tions is infinite, since the AdS3 slices have an infinite volume. Finally, the energy-
momentum tensor is computed throughTαβ = − 1

2 tr
{
Fα3Fβ3 +FαγFβδ ηγδ − 1

4 ηαβF 2}
T33 = − 1

2 tr
{
F3γF3δ ηγδ − 1

4F 2} , (6.83)

with F 2 ≡ 2F3δF 3δ +FγδFγδ and Tα3 = 0. Explicitly,

(
Tαβ Tα3
T3β T33

)
= 1

2

( ρ 0 0 0
0 −ρ 0 0
0 0 −ρ 0
0 0 0 3ρ

)
, (6.84)
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with the energy density ρ reading

ρ = − 1
2 tr(EαEα+BαBα) = − 1

4

(
(Φ′)2 + (1−Φ2)2) . (6.85)

Since ρ is negative, we can see that the contribution from the non-compact generators
dominate the energy density on the anti-deSitter space.

After completely obtaining the Yang–Mills fields on AdS4, it is straightforward
to explore the conformal invariance of the theory to compute the corresponding so-
lutions on the Minkowski space from the one-forms (6.71). For simplicity, we can
combine the colour-electric and -magnetic fields on Minkowski space in terms of the
Riemann-Silberstein vector S⃗ = E⃗ + iB⃗, then

(E+iB)x = −C
{

2
[
ty+ix(z+i)

]
T0+2ε

[
xy+it(z+i)

]
T1+ε

[
t2−x2+y2+(z+i)2]T2

}
(E+iB)y = C

{
2
[
tx−iy(z+i)

]
T0+ε

[
t2+x2−y2+(z+i)2]T1+2ε

[
xy−it(z+i)

]
T2

}
,

(E+iB)z = C
{

i
[
t2+x2+y2−(z+i)2]T0+2ε

[
itx−y(z+i)

]
T1+2ε

[
ity+x(z+i)

]
T2

} (6.86)

where all the dependence on Φ
(
Z(t, x, y, z)

)
is in the pre-factor C, with

C =
2(iεΦ′ + Φ2−1)
(κ−2iz)(κ+2iz)2 . (6.87)

The energy-momentum tensor does not depend on ε and its expression is valid
throughout the Minkowski space, with the exception of the κ = z = 0 two-dimensional
hyperboloid. It reads [

Tµν

]
=

8ρ

(κ2+4z2)3

(
tαβ tα3
t3α t33

)
, (6.88)

where
tαβ = −ηαβ(κ

2+4z2) + 16xαxβz2 ,

t3α = tα3 = −8xαz (κ−3z2) , and

t33 = 3κ2 − 4z2(1 + 4κ − 4z2) .

(6.89)

Once more, the dependence on the specific solution Φ
(
Z(t, x, y, z)

)
is only found in

ρ, which carries a non-trivial dependence on the cartesian coordinates. The energy
density in the Minkowski space is illustrated in Figures 6.2 and 6.3. Physical appli-
cations for such non-abelian gauge fields are still open for future investigations. Let
us now discuss the abelian reduction of the theory.

6.2.3 Abelian reduction

Let us go back to equations (6.73-6.74), before we chose to employ the equiv-
ariant Ansatz. At this stage, the simplest way of reducing the theory to that of an
abelian gauge field is to single out a single generator as the only one with non-trivial
contribution, then we would derive physical electromagnetic fields on Minkowski
space. Let us choose to keep, for example, the contribution of the T0 generator, with

X0 = h(Z) T0 and X1 = X2 = 0 . (6.90)



Chapter 6. The non-abelian case I: non-compact gauge groups 70

FIGURE 6.2: Energy density of the equivariant SU(1, 1) gauge field
mapped into Minkowski space. Left: Level sets for the values 10 (or-
ange), 100 (cyan), and 1000 (brown). Right: Density plot emphasizing

the maxima.

FIGURE 6.3: Illustration on the Minkowskian energy density largely
concentrated on the hyperboloid κ=0 (gray) at two distinct values of

time: t=0 (left) and t=1 (right).

The Ansatz (6.90) reduces (6.73) to

A = h(Z) e0 T0 and F = h′(Z) e3 ∧ e0 + 2h(Z) e1 ∧ e2 , (6.91)

that is, only the 0-th components of [Eα] and [Bα] will be non-zero. Furthermore, the
Lagrangian (6.74) now reads

L = 1
2 (h

′)2 − 2 h2 , (6.92)

where h′ = dh/dZ. This is simply the Lagrangian of a harmonic oscillator with
angular frequency 2. It is worth noting that one could have equivalently chosen
another generator to single out, or could have taken X1 = X2 = X0 = h(Z)T0, and
(6.74) would be reduced to the same Lagrangian as in (6.92), but multiplied by a
global factor of 3, which holds no physical relevance.
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The equation of motion for the harmonic oscillator Lagrangian in h is

h′′ = −4 h , (6.93)

which is solved in terms of Z by the general solution

h(Z) = − 1
2 f cos 2(Z − Z0) (6.94)

in terms of the two parameters f and Z0. The energy-momentum tensor of such
electromagnetic configuration is given by

[Tµν] =

(
T̃αβ T̃α3

T̃3β T̃3

)
= 1

2

( ρ̃ 0 0 0
0 ρ̃ 0 0
0 0 ρ̃ 0
0 0 0 −ρ̃

)
, (6.95)

with energy density ρ̃ = (h′)2 + 4h2 = f 2. It is worth noticing that this is a non-null
electrovacuum configuration on IZ×AdS3. Since Maxwell’s theory is linear, let us
set f = 1 from now on.

To find the corresponding electromagnetic fields on Minkowski space, we once
more use the one-forms (6.71). Denoting x as the four-vector (t, x, y, z), let us conve-
niently place an extra ε = ±1 to differentiate the arguments of the harmonic oscilla-
tors inside and outside the hyperboloid κ = 0 with

h(Z) = − 1
2 cos 2

(
Z(x̃) + εZ0

)
. (6.96)

It is useful to define

h1(x) := cos 2
(
Z(x)+εZ0

)
=

1
κ2+4z2

(
4z κ sin 2Z0 + (κ2−4z2) cos 2Z0

)
,

h2(x) := sin 2
(
Z(x)+εZ0

)
=

−ε

κ2+4z2

(
4z κ cos 2Z0 − (κ2−4z2) sin 2Z0

)
.

(6.97)

Hence, we can write the components of the electric and magnetic fields on Minkowski
space as

E1 = h1(x) q1(x) + ε h2(x) p1(x) ,
E2 = h1(x) q2(x) + ε h2(x) p2(x) ,
E3 = h1(x) q3(x) + ε h2(x) p3(x) ,

B1 = −h1(x) p1(x) + ε h2(x) q1(x) ,
B2 = −h1(x) p2(x) + ε h2(x) q2(x) ,
B3 = −h1(x) p3(x) + ε h2(x) q3(x) ,

(6.98)

where the functions p1(x), . . . , q3(x) are given by

q1(x) = 2C̃
(
2xz2−κ(x−ty)

)
,

q2(x) = 2C̃
(
2yz2−κ(y+tx)

)
,

q3(x) = −4C̃
(
z (x2+y2)

)
,

p1(x) = −2C̃
(
κxz+2z(x−ty)

)
,

p2(x) = −2C̃
(
κyz+2z(y+tx)

)
,

p3(x) = −C̃
(
κ2−2κ(x2+y2)+4z2) ,

(6.99)

with pre-factor C̃ = 4(κ2 + 4z2)−2. The electromagnetic duality Ei → Bi → −Ei
is clear from (6.98) via h1 → εh2 → −h1 and h2 → −εh1 → −h2. For illustration
purposes, some examples of electric and magnetic field lines for such abelian fields
can be seen in Figure 6.4. Once again, the Riemann-Silberstein vector S⃗ := E⃗ + iB⃗
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takes a more compact form given by

S⃗ =
4e2iZ0

(κ+2iz)3

 −2
(
t y + ix (z+i)

)
2
(
t x − iy (z+i)

)
i
(
t2 + x2 + y2 − (z+i)2)

 . (6.100)

This expression explicitates that the only role of the parameter Z0 is to enact a mixing
between the oscillating electric and the magnetic fields.

FIGURE 6.4: Illustration of the electric (red) and magnetic (green)
field lines for the abelian reduction (6.100) on Minkowski space, with
t=10, Z0=

π
2 , and inside the boundary sphere r=

√
101. The fields di-

verge at the equatorial circle (black), the intersection of the boundary
sphere with the z=0 plane.

Let us investigate a special case of this solution. Fixing Z0 = 0, on the z = 0
plane, the Riemann-Silberstein vector (6.100) reduces to

4
(x2+y2−t2−1)3

 2(x − t y)

2(y + t x)

i(t2+x2+y2+1)

 . (6.101)

The structure of such a Riemann-Silberstein vector, with the x- and y-components
being purely electric and the z-component being purely magnetic, strongly resem-
bles a 2+1-dimensional electromagnetic theory. Indeed, (6.101) exactly reproduces
the magnetic vortex solution recently constructed in [49, eq. (5.15)] after the identi-
fication

x0 = −t , x1 = −y and x2 = x . (6.102)

Such a solution is constructed on AdS3 viewed in terms of a circle fibration U(1) →
SU(1, 1) → H2, from a pair (Ψ, A) of spinor and U(1) gauge field satisfying a gauged
Dirac equation and a hyperbolic vortex equation, which together play the role of a
Lorentzian 2+1-dimensional version of the Seiberg-Witten equations. In addition to
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(6.101) being obtained from a (z=0) slice of a particular case (Z0=0) of the higher-
dimensional (6.100), the former is also only defined inside the κ|z=0 = 0 hyperboloid,
while the latter is defined both inside and outside the hyperboloid.

Going back to the more general expression (6.100), we can compute the energy
density of the abelian fields as

1
2 S⃗†S⃗ = 1

2 (EiEi + BiBi) =
8

(κ2+4z2)3

(
κ2 + 8(1+t2)(x2+y2) + 4z2) , (6.103)

which has its behaviour illustrated in Figure 6.5. For completeness, even though

FIGURE 6.5: Energy density 1
2 S⃗†S⃗(t=0) of the abelian reduction on

Minkowski space. Left: Level sets for the values 10 (orange), 100
(cyan), and 1000 (brown). Right: Density plot emphasizing the max-

ima.

the energy-momentum tensor Tµν does not simplify much, its components can be
explicitly written as

T00 = C̄
(
κ2+8(1+t2)(x2+y2)+4z2) ,

T02 = 4C̄
(
(x−ty)(κ+2+2t2)+2tyz2) ,

T11 = C̄
(
κ2+8x2(t2−z2)+8y(y+2tx)+4z2) ,

T13 = 4C̄
(

xz(κ−2z2)+2tz(y+tx)
)

,

T23 = 4C̄
(
yz(κ−2z2)−2tz(x−ty)

)
,

T01 = −4C̄
(
(tx+y)(κ+2+2t2)−2txz2) ,

T03 = −8C̄ tz(x2+y2) ,

T12 = 8C̄
(
−xy(z2−t2+1)+t(y2−x2)

)
,

T22 = C̄
(
κ2+8y2(t2−z2)+8x(x−2ty)+4z2) ,

T33 = −C̄
(
κ2−4z2(2x2+2y2−1)

)
,

(6.104)

where the pre-factor C̄ = 4(κ2 + 4z2)−3.
The abelian solution discussed above represents a very simple instance of the

kinds of fields that can be constructed from the geometric methods here employed. It
can be regarded as the hyperbolic version of the Rañada-Hopf knot, which is indeed
the equivalent (and simplest) case of the algorithmic construction of the infinite basis
of electromagnetic knots using the deSitter space dS4 and the group structure of its
foliation [29]. The similarities with the compact case do not stop in the simplest sce-
nario, though. When working on the cylinder IZ×AdS3, instead of disregarding the
AdS3 coordinates, one can consider the (continuum) basis of eigenfunctions of the
Laplace operator in it. Similarly to the I×S3 scenario from Chapter 5, the Maxwell
equations could then be rewritten in terms of relations between those eigenfunc-
tions, such that this system’s solution would consist in a continuum-indexed set of
“hyperbolic knots" in Minkowski space. This scenario is going to be investigated
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as the next step in this research direction, and is currently beyond the scope of this
thesis.
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Chapter 7

The non-abelian case II: cosmic
Yang–Mills fields

In previous chapters, we have worked on stationary spacetimes and just used their
background metrics in order to investigate how the conformal invariance of the vac-
uum Maxwell and Yang–Mills theories in four dimensions can be used to construct
new gauge fields from conformal mappings between spacetimes or cosets thereof.
In this chapter, we will investigate the joint dynamics of the spacetimes with the
gauge theory on them. Such investigations are relevant for both sub-areas of Cos-
mology, such as theories of gauge-flation, and also areas with high intersection with
Cosmology, such as particle physics in the early universe. Especifically, we will
consider Friedmann–Lemaître–Robertson–Walker (FLRW) universes, which are dy-
namical maximally symmetric Lorentzian spacetimes and are one of the basis for the
Lambda cold dark matter (ΛCDM) model, also known as the standard model of Cos-
mology. We will then investigate the coupled dynamics described by the Einstein–
Yang–Mills system of equations in different scenarios.

This chapter is divided in two sections. Section 7.1 is dedicated to a more sys-
tematic investigation on the use of the equivariant Ansatz in the construction of
Yang–Mills theories in foliations of FLRW universes by coset spaces. This procedure
is an example of coset space dimensional reduction (CSDR), referring to the reduction
of degrees of freedom of the gauge fields. The results shown in this section will
encompass some of the previous ones and extend the analysis to cases not consid-
ered before, including other foliations, spacetime dimensions other than four, and
non-trivial warping of cylinders. On the other hand, Section 7.2 treats of a very spe-
cific highly-symmetric Yang–Mills field on the closed four-dimensional maximally
symmetric spacetime dS4. More especifically, we will consider a model proposed by
Friedan [6] to describe particle cosmology in the electroweak epoch, where the gauge
field drives the stability of the Higgs potential pre-electroweak symmetry breaking.
Using representation theory and dynamical system analyses, we will expand on the
discussion on this scenario by considering the stability of the Yang–Mills field with
respect to perturbations beyond its initial SO(4) symmetry.

7.1 Coset space dimensional reduction of the Yang–Mills the-
ory and its coupling to general relativity

Friedmann-Lemaître-Robertson-Walker universes are dynamical Lorentzian universes
in which the manifold is maximally symmetric. Therefore, according to Section 3.1,
the metric assumes the form (3.5), with its dynamics encoded in a single scalar de-
gree of freedom, the so-called scale factor a(t). The Einstein equation reduces to two
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(non-linear) ordinary differential equations for the scale factor in terms of the uni-
verse’s geometry (3.6,3.10) and its matter content (3.11), the Friedmann equations
(3.12).

Alternatively, in terms of the conformal time (3.7), the metric reads (3.8) instead,
in which the scale factor a(τ(t)) appears only as a conformal factor on an otherwise
stationary metric. In four dimensions, due to the conformal invariance, this implies
that the dynamics of a gauge field will be independent from that of the scale factor,
but the converse is not true due to the energy density of the gauge field contributing
to the first Friedmann equation, in (3.12). Therefore, the system will be triangular,
which greatly facilitates its resolution. In dimensions other than four, the Yang–
Mills theory is no longer conformally invariant and the joint dynamics is mutually
dependent.

In this section, we will consider the CSDR approach to construct Yang–Mills
fields on both straight or warped cylinders over symmetric spaces, respectively
R× G/H orR×a G/H, representing foliations of maximally symmetric spacetimes.
The gauge fields will be coupled to the dynamics of the spacetime through the scale
factor and their joint dynamics will be discussed, following [50].

7.1.1 CSDR on cylinders over symmetric spaces

Let us start from a more general approach, considering any symmetric space M̃ :=
G/H of a Lie group G and a Lie subgroup H ⊂ G, with index conventions following
(2.28). Normalise the Killing form on g according to

K(TA, TB) = εK Dn η̃AB , (7.1)

where εK can be used to adjust the global sign of the Killing form, Dn is, for the rest
of this section, a normalisation depending on the dimension n := dim(m) of the
coset, and

η̃AB :=
tradj(TATB)

|tradj(TATB)|
= η̃ij ⊕ η̃ab . (7.2)

Take {ẽA} a coframe on G. By its definition, the Cartan–Killing form on G reads

gG = η̃AB ẽA ⊗ ẽB . (7.3)

From any section σ : G/H → G, we define the pulled-back one-forms eA := σ∗ ẽA on
M̃, which will be split in {ea} and {ei} according to Section 2.4, with coefficients χ
such that ei = χi

aea. Hence, the metric gM̃ on the coset is

gM̃ = η̃ab ea ⊗ eb . (7.4)

For now, let us restrict ourselves to straight cylinders. Then, the target spacetime M
can be foliated as M ≃ R× G/H (or an interval in R) and its metric will be written
in terms of a product metric

g := εg g̃µν eµ ⊗ eν = εg

(
g̃00 e0 ⊗ e0 + η̃ab ea ⊗ eb

)
, (7.5)

where e0 ≡ eu := du, for u ∈ R being the foliation parameter, εg = ±1 adjusts the
global sign of the metric to fit our conventions, and g̃00 = ±1 is chosen depending
on the signature of η̃ab, such that M is Lorentzian.
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As discussed in Section 6.1, a gauge theory on a cylinder over a symmetric space
respecting the equivariant Ansatz has greatly simplified expressions for both the
gauge field (6.4) and its field strenght components (6.5), repeated below:

A = Ti ei + ϕ(u) Ta ea ,

Fua = ϕ̇ Ta and Fab = (ϕ2−1) f i
ab Ti ,

(7.6)

with ϕ̇ := ∂uϕ. Moreover, the principle of symmetric criticality allows us to simply
substitute (7.6) into the action and extremise the reduced action,

S[F ] = − 1
4α

∫
M

K(F ∧ ∗F ) = − 1
8α

∫
R

∫
G/H

K(Fµν,Fµν)dVol ⇒

S[ϕ] = −Vol(G/H)
∫
R

1
8α

K(Fµν,Fµν)︸ ︷︷ ︸
L(ϕ,ϕ̇)

du , (7.7)

where α is the gauge coupling, which had to be recovered in this chapter since we
will couple the gauge field to other fields. In the last line, we used that the only
dependence on the coset coordinates is on the volume form. Combining the ex-
plicit expression for F in terms of ϕ with the definition of the Killing form (7.1) and
the metric g on the cylinder (7.5), it is straightforward to compute the Lagrangian
L(ϕ, ϕ̇) as

L(ϕ, ϕ̇) =
1

8α
K(Fµν,Fµν) =

1
2α

nDn εK g̃00
(

1
2

ϕ̇2 +
g̃00

4n
Sn(ϕ

2 − 1)2
)

, (7.8)

where we defined the combinatorial factor

Sn := η̃([Ia, Ib], [Ia, Ib])η̃
aaη̃bb = ∑

I,J∈m
∥[I, J]∥2

η̃ ∥I∥2
η̃ ∥J∥2

η̃ , (7.9)

which depends on how many compact and non-compact generators are on m. Notice
that, for all possible coset structures, the Lagrangian reduces to that of a Newtonian
particle with position ϕ and time u, subjected to a quartic potential

V(ϕ) = − g̃00

4n
Sn (ϕ

2 − 1)2 , (7.10)

with equation of motion

ϕ̈ = −dV(ϕ)

dϕ
. (7.11)

Regardless of the concavity of the quartic, such equation can be solved in terms
of Jacobi elliptic functions, as discussed in Chapter 6. For foliations with straight
cylinders, the dynamics of the Yang–Mills fields are not going to be dependent on
the scale factor for all spacetime dimensions, only on the initial coset structure. Later,
we will see how the introduction of a warping function will change this picture for
n ̸= 3.

Even though the scale factor does not influence the gauge field’s dynamics in the
straight case, the converse is not true. Moreover, to be able to solve the spacetime
dynamics, we need to compute the energy-momentum tensor T = Tµν eµ ⊗ eν of the
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gauge field. Its components read

Tµν =
1

2α

(
K
(
Fµσ,Fνρ

)
gσρ − 1

4
gµνK(Fσρ,F σρ)

)
. (7.12)

The second term is proportional to the Lagrangian itself, which was already dis-
cussed. Hence, let us compute the components of the first term. Its 00-component
reads

K(F0σ,F0ρ)gσρ = nDnεKεgϕ̇2 , (7.13)

the mixed 0a-components will immediately vanish due to K(m, h) = 0, and the coset
ab-components read

K(Faσ,Fbρ)gσρ = εg g̃00K(Fa0,Fb0) + K(Fam,Fbn)gmn

= εg g̃00εKDnη̃abϕ̇2 + (ϕ2 − 1)2εKDnεgη̃ ([Ia, Im], [Ib, In]) η̃mn .
(7.14)

Once again, we encounter a combinatorial factor

η̃ ([Ia, Im], [Ib, In]) η̃mn = ∑
I∈m

η̃ ([I, Ia], [I, Ib]) ∥I∥2
η̃

= ∑
I∈m

∥[I, Ia]∥2
η̃ ∥I∥2

η̃ δab =: Ca δab ,
(7.15)

which is easy to be computed for any specified coset structure. In the last line, we
used that [I, ·] : {Ia} → {Ii} is injective for I ∈ m. In terms of Ca, the coset compo-
nents read

K(Faσ,Fbρ)gσρ = εg g̃00εKDnη̃abϕ̇2 + (ϕ2 − 1)2εKDnεgCa δab . (7.16)

This has to be explicitly computed for any particular universe structure before we
are able to solve the equation of motion for its scale factor.

7.1.2 Application to Hn, dSn, and AdSn sheets

Our goal is to construct Yang–Mills theories on Lorentzian maximally symmetric
spacetimes. Hence, let us recall that we can foliate the positively-curved case, dSn+1,
as an Euclidean cylinder over dSn or as a Lorentzian cylinder over Sn. Analogously,
we can foliate the negatively-curved case, AdSn+1, as an Euclidean cylinder over
AdSn or as a Lorentzian cylinder over Hn. All of the spaces used as sheets are sym-
metric spaces in terms of the cosets

Sn ∼= SO(n + 1)/SO(n) , (7.17)
Hn ∼= SO(1, n)/SO(n) , (7.18)

dSn ∼= SO(1, n)/SO(1, n − 1) , and (7.19)
AdSn ∼= SO(2, n − 1)/SO(1, n − 1) , (7.20)

implying that the discussions in this section apply to the four cases. The discussion
on the sphere is trivial, since it only contains compact generators. Therefore, we will
only explicitly discuss the other three foliations. To obtain the Killing forms on each
case, let us employ a relation between the adjoint and the defining representations.
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For SO(p, q) with p + q ≥ 3 and p, q ≥ 1, we have

tradj(XY) = (p + q − 2)trdef(XY) , (7.21)

which allows us to compute, for the three cases,

Hn : η̃AB = η̃ij ⊕ η̃ab = −Id(n
2)
⊕ Idn , (7.22)

dSn : η̃AB = η̃ij ⊕ η̃ab =

(
Idn−1

−Id(n−1
2 )

)
⊕
(

1
−Idn−1

)
, and (7.23)

AdSn : η̃AB = η̃ij ⊕ η̃ab =

(
Idn−1

−Id(n−1
2 )

)
⊕
(

Idn−1
−1

)
, (7.24)

with Killing-normalisation Dn = 2(n − 1) in all of them. Naturally, the split in the
deSitter case is just a reordering of the one on the hyperbolic case since G = SO(1, n)
for both of them. To preserve the Lorentzian nature of M, we fix g̃00 as −1 for Hn

and dSn and as +1 for AdSn. Moreover, we see that only in the deSitter case the
metric on M̃ has a mostly negative signature, then, we use the global factor εg = −1
to make the metric on M have a mostly positive signature. In the other cases, we
take εg = 1. With the split of the generators, we can compute the combinatorial
factors for the Lagrangian and the energy-momentum density. To account for the
indefiniteness of the Killing forms, we have to consider all possible combinations of
compact and non-compact generators in the norms and commutators. Let us refer to
generators that η̃-square to −1 as compact generators (C) and to ones that η̃-square
to +1 as non-compact generators (¬C). From the so(1, n) algebra,

[C, C] = C [−,−] = −
[C,¬C] = ¬C ⇔ [−,+] = +

[¬C,¬C] = C [+,+] = −
. (7.25)

Hence, for I ̸= J, we have the possible combinations

∥[I, J]∥2
η̃ ∥I∥2

η̃ ∥J∥2
η̃ Π

− − − −
+ + − −
+ − + −
− + + −

,

where Π = ∥[I, J]∥2
η̃∥I∥2

η̃∥J∥2
η̃ is the product in each case. As Π = −1 for all non-

trivial (I ̸= J) cases, the double sum on I and J becomes trivial, resulting in Sn =
−2(n

2) for the hyperbolic and the deSitter cases. To write Sn in terms of Dn, we use
the relation

Sn = −2
(n

2)

4n
= −(n − 1)/4 = −Dn/8 , (7.26)

such that the potential for the Hn and the dSn cases can be finally expressed as

VHn(ϕ) = VdSn(ϕ) = −1
8
Dn(ϕ

2 − 1)2 , (7.27)

where g̃00 = −1 was also used. For n = 3, this exactly matches the potential (6.17)
found for cylinders over H3 and dS3 in Section 6.1 and in [51]. Lastly, for the AdSn
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case, it is also straightforward to obtain all non-trivial combinations as

∥[I, J]∥2
η̃ ∥I∥2

η̃ ∥J∥2
η̃ Π

+ + − −
+ − + −
− + + −

,

where there is no non-trivial case with I and J η̃-squaring to −1 since there is only
one compact generator. Once more, the double sum becomes trivial and the potential
can be expressed as

VAdSn(ϕ) = +
1
8
Dn(ϕ

2 − 1)2 , (7.28)

where in this case g̃00 = +1. The analysis above trivially applies to the case of the n-
dimensional sphere as SO(n + 1)/SO(n), which only contains compact generators.
It would foliate the deSitter space dSn+1 as a Lorentzian cylinder, then we conclude
that εg = −1, g̃00 = +1, and we obtain the potential

VSn(ϕ) = +
1
8
Dn(ϕ

2 − 1)2 , (7.29)

reproducing the results from [52]. Summarising, for all the four cases, the Lagrangian
has the same form

L =
1
α

εK g̃00
n
2
Dn

(
1
2

ϕ̇2 − V(ϕ)

)
with V(ϕ) = g̃00

1
8
Dn(ϕ

2 − 1)2 , (7.30)

with the only difference between them being the sign g̃00 determining if the quartic
potential is inverted or not.

Using a similar argument, we can compute the numerical factor from (7.15) which
appear on the energy-momentum tensors for each case,

Ca = ∑
I∈m

∥[I, Ia]∥2
η̃ ∥I∥2

η̃ . (7.31)

For that, we consider all combinations of signals,

∥[Ia]∥2
η̃ ∥I∥2

η̃ ∥[I, Ia]∥2
η̃ ∥I∥2

η̃ ∥[I, Ia]∥2
η̃

+ + − −
+ − + −
− + + +
− − − +

.

Once more, we see that the argument of the sum is 0 if I = Ia and, otherwise, it is al-
ways +1 or always −1, depending only if Ia is a compact or non-compact generator.
Hence,

Ca = (n − 1)

{
−1 , a is ¬C
+1 , a is C

. (7.32)

Combining the sign of Ca with δab, we can rewrite

Caδab = −(n − 1)η̃ab (7.33)
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which reduces expression (7.14) to

K(Faσ,Fbρ)gσρ = εg g̃00εKDnη̃abϕ̇2 − (ϕ2 − 1)2εKDnεg(n − 1)η̃ab

= εKDngab g̃00
(
ϕ̇2 − 4V(ϕ)

)
.

(7.34)

This concludes the computation of the first term of the energy-momentum tensor
(7.12). As previously mentioned, the second term is simply proportional to the
Lagrangian, which has already been computed. Hence, we have the full energy-
momentum tensor of the Yang–Mills field provided by the equivariant Ansatz on all
straight cylinders over symmetric spaces:

T00 =
1

2α
εK g̃00 nDnE g00 ,

T0a = 0 , and

Tab = − 1
2α

εK g̃00Dn

((n
2
− 1
)

ϕ̇2 + (4 − n)V(ϕ)
)

gab ,

(7.35)

where E is the energy of the reduced mechanical degree of freedom ϕ,

E :=
1
2

ϕ̇2 + V(ϕ) . (7.36)

For the Lorentzian cylinders over Sn and Hn, the 00-component of the energy-
momentum tensor will encode the energy density of the Yang–Mills configuration,
which will contribute to the Friedmann equations for the scale factor. The factor of
εK from the overall sign of the Killing form allows us to make the energy density
positive by choosing εK = g̃00. Moreover, as the spacetime is maximally symmetric,
the energy-momentum tensor will have the perfect fluid-form, for any n. For n = 3
in particular, we recover the conformal invariance of the Yang–Mills theory, which
should render the energy-momentum tensor traceless. Indeed, we can check that
(7.35) reduces to

T = ρ

(
g00e0 ⊗ e0 − 1

3
gabea ⊗ eb

)
, with ρ :=

6
α

εK g̃00 E . (7.37)

All solutions for the Newtonian degree of freedom ϕ subjected to a (inverted or
not) quartic potential were already discussed in this thesis. For the standard quartic
potential, the conventions are set in (6.81) and the solutions are shown in (6.82). For
the inverted quartic potential, the conventions are set in (6.20) and the solutions are
discussed in (6.19,6.21,6.22,6.23).

7.1.3 Effect of the Yang–Mills field on the spacetime dynamics

In FLRW universes, the dynamics of the spacetime metric reduces to the two
Friedmann equations describing the evolution of the scale factor, which only de-
pend on the matter content through its energy density ρ and pressure p, diagonal
components of the matter energy-momentum tensor T. Having computed them in
(7.35), we can now try to explicitly solve the dynamics of the scale factor. To fully
solve an explicit example, let us consider n=3. Moreover, as the dynamics of closed
FLRW universes foliated by S3 ≃ SU(2) are extensively discussed in the literature,
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including in [53] to be discussed in the next section, let us consider the hyperbolic
universe, foliated by H3 sheets.

In general, FLRW universes are warped Lorentzian cylinders M = R×a M̃ over
a Riemannian space M̃, such that their general metric reads

g = −dt ⊗ dt + a(t)2gM̃ , (7.38)

with a(t) being the scale factor. A warped cylinder can always be made conformally
flat with the introduction of the conformal time τ according to

dτ =
1
a

dt ⇒ τ(t) =
∫ t

dt′
1

a(t′)
, (7.39)

such that
g = a(τ)2(−dτ ⊗ dτ + gM̃

)
. (7.40)

If the foliation parameter u in the coset space dimensional reduction of the Yang–
Mills field is identified with the conformal time, the energy-momentum tensor (7.37)
transforms under rescaling to

T =
ρ

a2 (−dτ ⊗ dτ − 1
3

gM̃) . (7.41)

Moreover, in terms of the conformal time τ, the Friedmann equations (3.12) in four
dimensions transform, respectively, into

EGR :=
1
2

ȧ2 + W(a) =
κT00

6
and (7.42)

ä + W ′(a) = 0 , (7.43)

where here we redefine ȧ := da
dτ , and

W(a) =
k
2

a2 − Λ
6

a4 , (7.44)

which is illustrated in Figure 7.1 for different universes, with different cosmological
constants Λ and sectional curvatures k. Substituting T00 from our construction (7.37)

k=+1k=0
k=-1
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FIGURE 7.1: Cosmological potential W(a) for different values of k =
±1, 0 and cosmological constant Λ = +1 (left), Λ = −1 (right).
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in the first Friedmann equation (7.42), we get

EGR = −κ

α
E =⇒ EGR +

κ

α
E = 0 , (7.45)

which represents an energy balance between the Yang–Mills field and the scale fac-
tor. This relation is known as the Wheeler-DeWitt constraint.

Especially in four-dimensions, the second Friedmann equation (7.43) does not
depend on the Yang–Mills field, since the trace of its energy-momentum tensor van-
ishes. In this case, the general solution for a(τ) can be obtained independently of
the gauge sector. However, the dependency shows up when fixing the initial con-
ditions to find any particular solutions, since the energies of the two fields are re-
lated through (7.45). For n ̸= 3, the coupled differential equations for a and ϕ are
in general not analytically solvable, as we will soon discuss for the gauge field in
higher dimensions, hence requiring numerical methods for precise analyses beyond
asymptotic or qualitative behaviour.

For the case of a hyperbolic cosmology of an open universe, let us take k = −1
and Λ < 0 on (7.44). Then, the function W(a) is a standard double-well potential
with, up to exceptions, only oscillatory solutions. The full set of solutions is the
same as in (6.82) with conventions (6.81). However, we can still impose the physi-
cal restriction of a(0) = 0 such that a(τ) corresponds to a Big Bang solution, which
guarantees EGR ≥ 0. If EGR = 0, we would have the trivial solution a(τ) = 0 and
the bounce a(τ) ∝ sech(Cτ) solution, for some constant C. In the latter case, the
universe would expand monotonically, asymptotically approaching the supremum
a(+∞) =

√
3
|Λ| . On the other hand, if EGR > 0, the periodic nature of the solu-

tions guarantees that there would be a Big Crunch in finite time. Other possible
scenarios of evolution and consequences of the coupling with the Yang–Mills field
are described in [50, Section 3].

7.1.4 Effect of a general warping on the gauge field in arbitrary dimension

Lastly, let us briefly discuss the effect of a non-trivial warping function in the
foliation on the dynamics of the Yang–Mills theory. Once more, we will consider
a warped foliation with metric (7.38) and introduce the conformal time (7.39) such
that the metric becomes

g = a(τ)2 (−dτ ⊗ dτ + gM̃
)︸ ︷︷ ︸

g0

, (7.46)

where g0 is the metric of a straight cylinder over a symmetric space M̃, with foliation
parameter τ. In the beginning of the section, we constructed the Yang–Mills fields
that arose from the equivariant Ansatz on straight cylinders as g0. Hence, we may
now use it to derive a corresponding solution on g through a conformal mapping,
even if the gauge theory is not conformally invariant for n ̸= 3. Indeed, under a
conformal transformation

g 7→ e2σ(τ)g , (7.47)
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the reduced action after employing the equivariant Ansatz on the cylinder over the
symmetric space (7.7) transforms as

S[ϕ] = Vol(G/H)
∫
R
Ldτ 7→ Vol(G/H)

∫
R

e(n−3)σ(τ)Ldτ =: S(σ)[ϕ] . (7.48)

Naturally, the conformal invariance in four spacetime dimensions is encoded in the
n − 3 factor, which will be carried by any explicit dependence in σ on the new equa-
tion of motion for the gauge field. In fact, let us introduce the conformal Hubble pa-
rameter H as

H(u) :=
1

eσ(u)

d
du

eσ(u) = σ̇(u) . (7.49)

Hence, the new reduced equation of motion for the scalar degree of freedom ob-
tained from the extremisation of (7.48) now reads

∂L
∂ϕ

− d
du

∂L
∂ϕ̇

= (n − 3)H(u)
∂L
∂ϕ̇

. (7.50)

The new contribution on the right-hand side is similar to a cosmological Hubble
friction term, but for the dynamics of the gauge field in conformal time. For the
four foliations (7.17-7.20) worked out in the beginning of this section, the equation
of motion reduces to

ϕ̈ + V ′(ϕ)− (n − 3)H(u)ϕ̇ = 0 . (7.51)

This equation corresponds to a non-trivial gauge theory on any spacetime that is
conformally equivalent to R× M̃, where M̃ ∈ {Hn, Sn, dSn, AdSn}. The potential
will still be a (inverted or not) double-well potential, however, there will be a new
dissipative (for n>3) term in the equation of motion for ϕ. Up to a set of measure
zero of initial conditions in each case, the dynamics will necessarily evolve as fol-
lows:

• If n=3, the energy of the Yang–Mills field is conserved and we can solve its
dynamics analytically, as discussed in the beginning of the chapter.

• If n>3 and the double-well is not inverted, ϕ will lose energy up to the moment
it freezes in one of the two minima of the potential.

• If n>3 and the double-well is inverted, ϕ may freeze in the local minimum of
the potential for a small range of initial conditions. Otherwise, it will blow up.

• If n<3, regardless of the concavity of the potential, ϕ will blow up.

In four spacetime dimensions, the conformal invariance of the gauge theory al-
lowed us to solve the full Einstein–Yang–Mills system analytically for a family of
spacetimes. In any other spacetime dimension, the system cannot in general be ana-
lytically solved, but numerical computations can still probe the full system beyond
asymptotic or qualitative behaviour. As an example of application of such results, it
would be possible, in higher dimensions, to have a classical Yang–Mills field driv-
ing the growth of the scale factor in the very early universe, while eventually dying
out to the Hubble friction-like effect, as to not contradict present observations. Fur-
ther investigations in this direction are in order to study its viability, even though it
would demand another mechanism to deal with the extra dimension(s).
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7.2 Instability of cosmic Yang–Mills fields

In this last section, we will investigate a cosmological application of a Yang–Mills
theory constructed using the equivariant Ansatz on a four-dimensional closed FLRW
universe. The model, proposed by Friedan [6], considers an oscillating isotropic
SU(2) gauge field stabilising the symmetric Higgs vacuum in the electroweak epoch
of the evolution of such universe. The strength of the gauge solution is inversely
proportional to that of the scale factor a, such that, when a reaches some critical aEW
value, the coupled system becomes unstable and the electroweak transition begins.
It is worth noticing that Friedan considers thermodynamic stability, with the value
of the average of the gauge contribution over its imaginary period determining the
concavity of the Higgs potential around the critical point h = 0. Friedan’s work is
restricted to the symmetric oscillations, while Hosotani had an earlier analysis on
the singlet perturbation of such symmetric Yang–Mills fields on closed Friedmann
universes [7]. Hence, a complete analysis of linear (non-symmetric) gauge-field per-
turbations was still in order. In [53], we showed that, except for the exactly solvable
SO(4) singlet perturbation, which is marginally stable in the linear regime, all other
“spin-j" perturbations had modes growing exponentially due to resonance effects.

It is worth noting that, even beyond the cosmological relevance, investigating
perturbations around classical Yang–Mills field configurations is of general interest
for the quantum properties of the theory as well, as the leading quantum corrections
to any saddle point in a semiclassical analysis of the path integral are given by the
determinant of the second variation of the action.

7.2.1 Preliminaries

Let us start by briefly reducing the action of the Einstein–Yang–Mills–Higgs sys-
tem in Friedan’s scenario. The full action reads

S =
∫

d4x
√
−g

{
1

2κ
R − 1

8α
trFµνFµν + Dµh†Dµh − U(h)

}
, (7.52)

where h ∈ C2 is the Higgs scalar field, Dµh is its (metric and gauge) covariant deriva-
tive, and its potential is

U(h) =
1
2

λ2
(

h†h − 1
2

v2
)2

. (7.53)

The Higgs mass is λv and the cosmological constant comes from

Λ := κ U(0) =
1
8

κ λ2v4 . (7.54)

TheR× S3 foliation was constructed in Section 3.3 with parametrisation (3.23), such
that the FLRW metric reads (3.24) in terms of the coordinate time t, and, in terms
of the conformal time τ (3.27), it reads (3.28). Exploring the S3 ≃ SU(2) relation, in
Section 5.1, we used the group structure of SU(2) to construct the coframe on Iτ × S3,
according to (5.8). If A is the SU(2) gauge field on Iτ × S3 ≃ Iτ × SU(2) ∋ (τ, g), in
the temporal gauge

Aτ(τ, g) = 0 , (7.55)
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the SO(4) equivariance enforces

Aa(τ, g) =
1
2
(1 + ϕ(τ)) Ta . (7.56)

Hence, the SO(4)-invariant reduction of the action is given by

S[a, ϕ, Λ] = 12π2
∫
Iτ

dτ

{
1
κ

(
−1

2
ȧ2 + W(a)

)
+

1
2α

(
1
2

ϕ̇2 − V(ϕ)

)}
, (7.57)

where V(ϕ) is the straight quartic potential

V(ϕ) =
1
2
(
ϕ2 − 1

)2
. (7.58)

The fact that the potential from the SO(4)-invariant reduction of the SU(2) gauge
action matches the straight quartic potential (7.29) from the Sn foliation in Section
7.1 is not a coincidence, since, in that case, for n = 3, we were indeed working with
the equivariant Ansatz on a SO(4) gauge theory, with so(4) ≃ su(2)⊕ su(2). More-
over, W(a) is the inverted quartic potential of the scale factor (7.44) with k = +1. As
discussed in 7.1, the potential for the scale factor does not get a contribution from
ϕ, with their relation being given by the Wheeler-DeWitt constraint connecting their
initial conditions. Hence, as the potentials are identical to the ones in last section,
their solutions to the Newtonian reduced systems are also the same. See (6.81,6.82)
for solutions of the straight quartic potential and (6.19-6.23) for solutions of the in-
verted quartic potential.

7.2.2 Linear fluctuations of Yang–Mills fields and their natural frequen-
cies

Global stability is in general quite hard to assess in non-linear dynamics, and, in fact,
we will only be able to probe it in the simplest perturbation, the singlet case. Hence,
let us start by analysing local stability from the linearisation of the equations of mo-
tion around its solutions. Our goal is to diagonalise the fluctuation operator for the
time-dependent Yang–Mills backgrounds. In our analysis, we will not consider fluc-
tuations on the scale factor, or how the fluctuations of the Yang–Mills field impact
its dynamics. This is due to the fact that the time scale of the gauge theory dynamics
in the electroweak epoch is supposed to be many orders of magnitude shorter than
that of the spacetime metric, such that these effects can be neglected.

From a solution A to the Yang–Mills equation on Iτ × S3 ∋ (τ, g), let us consider
a fluctuation

A+ Φ = A(τ, g) +
3

∑
p=1

Φp
0(τ, g) Tp dτ +

3

∑
a=1

3

∑
p=1

Φp
a (τ, g) Tp ea(g)

= A(τ, g) +
3

∑
µ=0

3

∑
p=1

Φp
µ(τ, g) Tp eµ(g) ,

(7.59)

where, for simplicity, we define e0(g) := dτ, and here we will use indices p, q for
the algebra elements instead of a, b or i, j to avoid confusion with the forms and the
harmonics indices, respectively. Hence, we can use the hyperspherical harmonics to
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decompose the dependence on the Φp
µ components as

Φp
µ(τ, g) = ∑

j,m,n
Φp

µ|j;m,n(τ)Yj;m,n(g) . (7.60)

From the group structure of S3 ≃ SU(2), recall the La operators (5.10) used to define
the differential of any scalar function on S3 according to (5.13). They also follow
the su(2) algebra (5.12). In terms of the basis of hyperspherical harmonics, its ma-
trix elements are determined from (5.17,5.20,5.23). Hence, suppressing functional
arguments, we have the following actions on the fluctuation:

(LaΦp
µ)j;m,n = Φp

µ|j;m′,n

(
La)

m′
m , (TaΦ)

p
µ = −2εapq Φq

µ ,

(SaΦ)
p
0 = 0 , and (SaΦ)

p
b = −2εabc Φp

c ,
(7.61)

where we introduce the Sa as components of the spin operator. Moreover, the background-
covariant derivative of the fluctuation reads

DτΦ = ∂τΦ and DaΦ = LaΦ + [Aa, Φ] , (7.62)

which, using

Aa =
1
2
(
1 + ϕ(τ)

)
Ta and Da eb = La eb − εabc ec = εabc ec , (7.63)

is equivalent to
DaΦp

b = LaΦp
b − εabcΦp

c + [Aa, Φb]
p . (7.64)

In addition to the temporal gauge condition Aτ = 0, since we are dealing with
vacuum solutions, we also impose the Coulomb gauge condition on top,

LaAa = 0 . (7.65)

As the linearised fluctuation operator will mix the temporal and spatial components
of Φ non-trivially, we impose on it the Lorenz gauge condition instead,

DµΦp
µ = 0 ⇒ ∂τΦp

0 − LaΦp
a −

1
2
(1+ϕ)(TaΦa)

p = 0 . (7.66)

Lastly, we linearise the Yang–Mills equation around the background solution A
and obtain

DνDνΦµ − RµνΦν + 2[Fµν, Φν] = 0 , (7.67)

where F is the field strength of A. The Ricci tensor of Iτ × S3 reads

Rµ0 = 0 and Rab = 2δab . (7.68)

Hence, the equation for the fluctuation (7.67) can be separated in its µ = 0 compo-
nent, [

∂2
τ − LbLb + 2(1+ϕ)2]Φp

0 − (1+ϕ)Lb(TbΦ0)
p − ϕ̇(TbΦb)

p = 0 , (7.69)
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and its µ = a spatial components,[
∂2

τ − LbLb + 2(1+ϕ)2+4
]
Φp

a − (1+ϕ)Lb(TbΦ)
p
a − Lb(SbΦ)

p
a+

−1
2
(1+ϕ)(2−ϕ)(SbTbΦ)

p
a − ϕ̇(TaΦ0)

p = 0 .
(7.70)

Even though they act on different indices, it is convenient to combine the orbital,
spin, isospin, and fluctuation triplets according to

L⃗ = (La) , S⃗ = (Sa) , T⃗ = (Ta) , Φ⃗ = (Φa) , (7.71)

where
S⃗ 2Φ⃗ = T⃗ 2Φ⃗ = −8 Φ⃗ and L⃗ 2Φ⃗|j = −4j(j + 1)Φ⃗|j , (7.72)

with Φ⃗|j representing combinations of fluctuation triplets restricted to the same or-
bital spin j. As there is no operator coupling different j-sectors, we can treat them
separately. In such notation, equations (7.66,7.69,7.70) can be written in a more com-
pact form as, suppressing the colour index p,

∂τΦ0 − L⃗·Φ⃗ − 1
2
(1+ϕ)T⃗·Φ⃗ = 0 , (7.73)

[
∂2

τ−L⃗2 + 2(1+ϕ)2]Φ0 − (1+ϕ)⃗L·T⃗ Φ0 − ϕ̇ T⃗·Φ⃗ = 0 , (7.74)

and [
∂2

τ−L⃗2−1
2

S⃗2+2(1+ϕ)2]Φa − (1+ϕ)⃗L·T⃗ Φa − L⃗·(S⃗ Φ)a

−1
2
(1+ϕ)(2−ϕ)T⃗·(S⃗ Φ)a − ϕ̇ TaΦ0 = 0 ,

(7.75)

respectively. Notice that, if one takes Φa ↔ Φ0 and sets S⃗ = 0 in (7.75), since Φ0 does
not carry a spin index, (7.74) will be obtained. Moreover, the two equations can be
rewritten, respectively, as[

∂2
τ −

1−ϕ

2
L⃗2 − 1+ϕ

2
(⃗L+T⃗)2 − 2(1+ϕ)(1−ϕ)

]
Φ0 = ϕ̇ T⃗ · Φ⃗ (7.76)

and [
∂2

τ −
(1−ϕ)(2+ϕ)

4
L⃗2 − ϕ(1+ϕ)

4
(⃗L+T⃗)2 +

ϕ(1−ϕ)

4
(⃗L+S⃗)2

− (1+ϕ)(2−ϕ)

4
(⃗L+T⃗+S⃗)2 − 2(1+ϕ)(1−ϕ)

]
Φ⃗ = ϕ̇T⃗Φ0 .

(7.77)

This form highlights that they can be better treated as a problem of addition of an-
gular momenta, with symmetry under

ϕ ↔ −ϕ , L⃗ ↔ L⃗+T⃗+S⃗ , and L⃗+S⃗ ↔ L⃗+T⃗ , (7.78)

where we used once more that SaΦ0 = 0. Finally, we can see that, for a constant back-
ground, ϕ̇ = 0, the temporal Φ0 and the spatial Φa fluctuations decouple in (7.76)
and (7.77) and Φ0 may be gauged away, further simplifying the problem. However,
the fluctuation operator in equation (7.77) only becomes easily diagonalisable when
one of the coefficients of the spin-square operators vanishes, which happens for ex-
ample for the two vacua, ϕ = ±1, and for ϕ = 0, the so-called meron or spharelon,
previously analysed by Hosotani [7] and Volkov [54].
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To enable the treatment with a generic background ϕ, let us decompose the fluc-
tuations in finite-dimensional blocks for each fixed orbital spin j ∈ 1

2N. Hence, in
conjunction with equation (7.72), the problem of addition of spins becomes more
clear. Defining

U⃗ := L⃗ + T⃗ then V⃗ := U⃗ + S⃗ = (⃗L + T⃗) + S⃗ , (7.79)

it is immediate to see that U⃗ acts on Φ⃗ as a j ⊗ 1 representation of su(2) while V⃗
acts as a j ⊗ 1 ⊗ 1 representation. If Φ⃗ was decoupled from Φ0, its equation of mo-
tion would form a square system of order 3.3.(2j + 1) = 9(2j + 1). Moreover, for
Φ0, S⃗ = 0 implies that U⃗ = V⃗, and they act as a j ⊗ 1 representation of su(2). Its
decoupled system would have 3(2j + 1) degrees of freedom. Therefore, for a fixed
j, the equation of motion for the linear fluctuations Φp

µ can be written in terms of a
12(2j + 1)× 12(2j + 1) fluctuation matrix Ω2

(j) as[
δ

pq
µν ∂2

τ − (Ω2
(j))

pq
µν

]
Φq

ν = 0 . (7.80)

There is a trivial extra redundancy on the n index of the hyperspherical harmonics
Yj;m,n which is associated with the operators Ra from (5.15). We will disregard such
index, as it never plays any role in our discussion. Furthermore, recall that we still
need to use the gauge redundancy to reduce the number of degrees of freedom of
the system. We saw that, for ϕ̇ = 0, the 3(2j + 1) degrees of freedom associated with
Φ0 could be gauged away, would be purely gauge modes. If ϕ̇ ̸= 0, however, the
Φ0 and the Φa will get non-trivially mixed in the gauge modes, but they can still be
computed for particular cases. Moreover, the Coulomb gauge-fixing condition (7.73)
still has to be considered, which further fixes 3(2j + 1) degrees of freedom, leaving
us with 6(2j + 1) physical degrees of freedom for j ≥ 2.

Let us introduce a new basis {|uvm⟩} in terms of the reinterpretation as a prob-
lem of addition of angular momenta, with indexes as eigenvalues of U⃗2, V⃗2, and V3.
More specifically,

U⃗2 |uvm⟩ = −4 u(u+1) |uvm⟩ ,

V⃗2 |uvm⟩ = −4 v(v+1) |uvm⟩ , and
V3 |uvm⟩ = m |uvm⟩ ,

(7.81)

for m = −v, . . . , v. It is then instructive to consider the fluctuation operator in the
block form

Ω2
(j) =

(
N̄ −ϕ̇ T⊤

−ϕ̇ T N

)
, (7.82)

where N̄ and N are respectively the left-hand sides of equations (7.76) and (7.77).
Define, for clarity, v̄ ∈ {j − 1, j, j + 1} for N̄ and v ∈ {j − 2, j − 1, j, j + 1, j + 2}
for N. Let us momentarily consider ϕ̇ = 0 to more easily analyse the fluctuation
operator in terms of the new basis. In this case, Ω2

(j) becomes block diagonal with

blocks N̄ and N, and there is a trivial degeneracy in m in both blocks. Since S⃗ = 0
in the Φ0 sector, u = v̄, such that u is a redundant index. Other than the trivial
degeneracy in m, N̄ is irreducible in v̄. On the other hand, on the N block, there is
a non-diagonal (⃗L + S⃗)2 term such that [U⃗, N] ̸= 0, showing that u is not the correct
index to diagonalise N. Indeed, the non-diagonal term will couple different copies
of the same v-spin representation to each other such that N is not simply reducible.
We then have to introduce an extra index α to account for the multiplicity of the
spin-v representations. In the end, the unperturbed (ϕ̇ = 0) fluctuation equations
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for Φ0=Φ(v̄) and Φ⃗=Φ(v,α) read, respectively,

Id(v̄)
[
∂2

τ − ω̄2
(v̄)
]

Φ(v̄) = 0 , with v̄ ∈ {j−1, j, j+1} , (7.83)

and

Id(v)
[
∂2

τ − ω2
(v,α)

]
Φ(v,α) = 0 , with v ∈ {j−2, j−1, j, j+1, j+2} , (7.84)

where Id(k) denotes the identity matrix of dimension 2k + 1. We refer the reader to
[53] for a discussion with examples.

In terms of such indices, it is now easy to compute, in the unperturbed case, the
frequency-squares for N̄ and N from equations (7.76) and (7.77), respectively. For N̄,
we have

ω̄2
(v̄) = 2(1−ϕ) j(j+1) + 2(1+ϕ) v̄(v̄+1)− 2(1+ϕ)(1−ϕ) , (7.85)

each with an extra multiplicity of 2v̄+ 1 due to m. For the three values of v̄, it reduces
to

ω̄2
(j−1) = 2 ϕ2 − 4j ϕ + 2(2j2−1) ,

ω̄2
(j) = 2 ϕ2 + 2(2j2+2j−1) , and

ω̄2
(j+1) = 2 ϕ2 + 4(j+1) ϕ + 2(2j2+4j+1) .

(7.86)

For N, other than the trivial 2v + 1 multiplicity from m, the fluctuation operator is
non-diagonal. To compute its eigenvalues λ, we need to find the roots of the the
characteristic polynomial Qv(j)(λ) for each case. Then, we obtain

ω2
(j−2) = root of Qj−2(λ) = −2(2j−1) ϕ + 2(2j2−2j+1) ,

ω2
(j−1,α) = two roots of Qj−1(λ) ,

ω2
(j,α) = three roots of Qj(λ) ,

ω2
(j+1,α) = two roots of Qj+1(λ) ,

ω2
(j+2) = root of Qj+2(λ) = 2(2j+3) ϕ + 2(2j2+6j+5) ,

(7.87)

The degree of the characteristic polynomial Qv determines the range of α for each
value of v, going from 1 in the extrema v = j ± 2 up to 3 when v = j. The explicit
expressions for the Qv have to be computed individually for each pair (j, v) and are
in general not very enlightening. In case the reader is interested, all polynomials up
to j = 2 are listed in [53, Appendix].

If we consider the complete fluctuation operator, with ϕ̇ ̸= 0, the modes in N̄ and
N will be mixed. However, the coupling term cannot change v, which guarantees
that only sectors with v̄ = v are related. Moreover, it is straightforward to show
that the coupling term does not lift the degeneracy in m. As the N̄ and N sectors
are mixed, the polynomials accounting for the number of copies of spin-v represen-
tations coupled to each other will become more complex, and we will use an index
β in the complete case to play the role the α had in the simplest, unperturbed one.
Summarising, for fixed j, we employed successive changes of basis{

|µ p m′⟩
}

⇒
{
|v̄m⟩, |vum⟩

}
⇒

{
|v̄m⟩, |vαm⟩

}
⇒

{
|vβm⟩

}
, (7.88)
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with m′ here being the index associated with L3, to avoid confusion with m from V3.
Hence, we diagonalised the fluctuation operator to[

∂2
τ − Ω2

(j,v,β)

]
Φ(v,β) = 0 , with v ∈ {j−2, j−1, j, j+1, j+2} , (7.89)

where Ω2
(j,v,β) are the distinct roots of the characteristic polynomial of Ω2

(j), in equa-
tion (7.82), and the number of roots for each pair (j, v) fixes the range of β. Checking
each case, we can see that, for j ≥ 2,

Ω2
(j,j±2) = ω2

(j±2) , Ω2
(j,j±1,β) = three roots of polynomial Rj±1(λ) ,

and Ω2
(j,j,β) = four roots of polynomial Rj(λ) ,

(7.90)

which fixes the multiplicities

#β = 1, 3, 4, 3, 1 for v ∈ {j − 2, j − 1, j, j + 1, j + 2} , (7.91)

respectively, with #β denoting the number of different values β can take in each case.
It is worth noticing that the reflexion symmetry (7.78) implies

Ω2
(v,j,·)(ϕ) = Ω2

(j,v,·)(−ϕ) . (7.92)

We treated the full fluctuation operator with the perturbation coupling N̄ and N,
but now we have to deal with the fact that it is not clear anymore which modes are
indeed physical and which are only gauge or unphysical modes. It turns out that,
when turning on the perturbation, for ϕ̇ ̸= 0, we can compute the eigenmodes as a
function of ϕ̇(τ) and continuously follow the ones that corresponded to the N̄ block
when ϕ̇ = 0. Keeping track of such modes allows us to remove them for ϕ̇ ̸= 0.
Furthermore, we still have to remove the modes corresponding to the gauge fixing
condition (7.73). For fixed j, such equation can be rewritten directly in terms of the
final basis |v̄βm̄⟩ as [

L v̄′,β,m̄′

v̄,m̄ (ϕ) ∂τ − M v̄′,β,m̄′

v̄,m̄ (ϕ)
]

Φ(v̄′,β,m̄′) = 0 , (7.93)

where L and M are 3(2j+ 1)× 10(2j+ 1) matrix functions in ϕ, allowing us to further
remove 3(2j + 1) (or less, if j < 2) unphysical modes when solved.

The j = 0 case is simple enough to be solved by hand, which can be very useful
to build intuition for higher values of j. For a detailed discussion on it, we refer the
reader to [53].

Finally, let us recall that the fluctuation operators in this section are functions of
the scalar degree of freedom ϕ(τ) for the background solution, which is one of the
functions in (6.82) with conventions (6.81). Therefore, the fluctuation operators are
also parametrised by the energy E of the Newtonian system for ϕ, or, equivalently,
by the moduli parameter k. In Figure 7.2, we illustrate the frequency-squares Ω2

(0,v,β)
as a function of τ of the four physical degrees of freedom with j = 0 and for different
values of k2. The j = 0 case was explicitly solved in [53]. In Figure 7.3, the physical
frequency-squares for the numerically-solved j = 2 scenario are illustrated. In such
figures, we see that many of the physical modes have frequency-square dipping into
negative values for a non-negligible fraction of the period T(k). However, due to the
complexity of the τ dependency on the natural frequencies, it is not easy to predict
the long-term behaviour of the fluctuation modes. A more in-depth analysis will be
needed.
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7.2.3 Stability analysis with Floquet theory

For a more general treatment of the fluctuation modes, notice that their equation of
motion (7.89) is of the form[

∂2
τΦ(τ)− Ω2(τ)

]
Φ(τ) = 0 , (7.94)

where Ω2(τ) is periodic, with the same period T(k) (sometimes, half of it) as the
background solution ϕ(τ) with mechanical energy E corresponding to the parameter
k in (6.81). Equation (7.94) is known as the Hill differential equation and many of its
phenomena are known in the literature, for example the fact that its solutions may
display parametric resonance in the limit of Mathieu’s dynamics, generating stable
solutions to otherwise unstable systems, or vice-versa.

In order to treat (7.94), let us switch to a Hamiltonian picture, using phase space
coordinates. Then, Hill’s equation can be conveniently rewritten as

∂τ

(
Φ

Φ̇

)
=

(
0 1

−Ω2(τ) 0

)(
Φ

Φ̇

)
=: i Ω̂(τ)

(
Φ

Φ̇

)
, (7.95)

with formal solution(
Φ

Φ̇

)
(τ) = T exp

{∫ τ

0
dτ′ i Ω̂(τ′)

} (Φ

Φ̇

)
(0) , (7.96)

where T denotes the time-ordering operator acting on the exponential. Since the
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time dependency of Ω is non-trivial, the time-evolution operator is not homoge-
neous and does not constitute a one-parameter group, except when restricting τ to
multiples of its period T [55]. Let us define the stroboscopic map as

M := T exp
{∫ T

0
dτ i Ω̂(τ)

}
, (7.97)

hence, evolutions of multiple periods are simply given by the iteration of M, accord-
ing to (

Φ

Φ̇

)
(nT) = Mn

(
Φ

Φ̇

)
(0) . (7.98)

The stroboscopic map as a functional of the background solution ϕ(τ) has to be
investigated as a function of its parameter E or k. The background solution is Lya-
punov stable if and only if the trivial solution Φ = 0 also is, which is computed from
the eigenvalues µ1 and µ2 of M. Since the system is Hamiltonian, det M = 1, hence,

| tr M| > 2 ⇔ µi ∈ R ⇔ hyperbolic/boost ⇔ strongly unstable ,
| tr M| = 2 ⇔ µi = ±1 ⇔ parabolic/translation ⇔ marginally stable ,
| tr M| < 2 ⇔ µi ∈ U(1) ⇔ elliptic/rotation ⇔ strongly stable ,

(7.99)

such that the linear stability of the background is simply determined by tr M.
The special form of the matrix Ω̂ can be used to simplify the nested integrations

required for tr M at each order in Ω2. Even though it helps build intuition, it does
not bring final results, hence, we once more just refer the reader to [53] and move on
to the formal analysis with Floquet theory.
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Let Φ(τ) follow linear Hamiltonian dynamics determined by (7.95) with periodic
coefficients in some period T. Hence, define the 2 × 2 matrix

Φ̂(τ) :=

(
Φ1 Φ2

Φ̇1 Φ̇2

)
(τ) . (7.100)

If Φ1 and Φ2 are linearly-independent solutions to the original ODE, Φ̂(τ) is said to
be a fundamental matrix solution to the system. Moreover, if ∃ τ0 such that Φ̂(τ0) =
Id, then Φ̂(τ) is a principal fundamental matrix solution. The matrix variable Φ̂
follows the same dynamics

∂τΦ̂(τ) = i Ω̂(τ) Φ̂(τ) , (7.101)

with Ω̂(τ + T) = Ω̂(τ) and initial conditions given by Φ̂0 := Φ̂(0). For any pair
of initial conditions

(
Φ Φ̇

)T
(0) to the original equation (7.95), the corresponding

solution can be constructed from(
Φ

Φ̇

)
(τ) =

(
Φ̂(τ)Φ̂−1(0)

) (Φ

Φ̇

)
(0) . (7.102)

The Floquet theorem establishes that a fundamental matrix solution can always be
represented in the so-called Floquet normal form:

Φ̂(τ) = Q(τ) eτR with Q(τ+2T) = Q(τ) , (7.103)

where Q(τ) and R are real 2 × 2 matrices and R is constant. Recall that

Φ̂(T) = M Φ̂(0) and Φ̂(2T) = M2 Φ̂(0) , (7.104)

where M is the stroboscopic map formally constructed in equation (7.97). From
τ = 0, 2T, some immediate consequences of the Floquet normal form (7.103) are

Φ̂(0) = Q(0) and (7.105)

Φ̂(2T) = Q(2T) e2TR = Q(0) e2TR , (7.106)

which, when substituted in the second part of (7.104), give rise to

Q(0) e2TR = M2 Q(0) ⇒ M2 = Q(0) e2TR Q(0)−1 . (7.107)

From a fundamental matrix solution Φ̂(τ), one can always construct a principal
fundamental matrix solution Φ̃(τ) := Φ̂(τ)Φ̂(0)−1, in which case Q(0) = Id and
M = eTR. The eigenvalues µi of the stroboscopic map M, the characteristic mul-
tipliers of the system, are written in terms of the eigenvalues ρi of R, the so-called
Floquet exponents, as

µi = eρiT , for i = 1, 2 . (7.108)

The Lyapunov exponents of the system will simply be the real part of the Floquet
exponents. As det M = 1, µ1µ2 = 1, implying ρ1 + ρ2 = 0. Hence, the system is
linearly stable if and only if the Floquet exponents are zero or purely imaginary.

Even in terms of the Floquet theory, it will be generally impossible to find ana-
lytical solutions to the system. The exception here will be the singlet perturbation,
for which there is a fully analytical solution available. The other modes are going to
be treated numerically.
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Let us now treat the singlet perturbation. In this case, the gauge field maintains
its form as in (7.63). Therefore, the perturbation is simply a time-dependent shift in
ϕ. Recall that the moduli space of solutions ϕ is parametrised by the initial time and
by the energy scale of the solution. Consequently, one can expect that the two lin-
early independent perturbations may be directly related to such degrees of freedom.
Indeed, the generator of a time-shift is simply a time derivative, and we can trivially
check that ϕ̇ solves the fluctuation equation,

(ϕ̇)·· = (ϕ̈)· = −
(
V ′(ϕ)

)·
= −V ′′(ϕ) ϕ̇ = −(6ϕ2−2) ϕ̇ = −Ω2

(0,0)(τ) ϕ̇ . (7.109)

With an explicit solution, we can reduce the fluctuation equation to first-order and
obtain a second solution. With a convenient normalisation, we define

Φ1(τ) = −ϵ3

k
ϕ̇(τ) and

Φ2(τ) = Φ1(τ)
∫ τ dσ

Φ1(σ)2 = − k
ϵ3 ϕ̇(τ)

∫ τ dσ

ϕ̇2(σ)
.

(7.110)

From the Wronskian, we confirm that they are linearly independent:

W(Φ1, Φ2) ≡ Φ1Φ̇2 − Φ2Φ̇1 = 1 . (7.111)

As the relevant regime for the cosmological application is the high-energy one, let
us restrict our analysis to 1

2 < E < ∞, which is equivalent to 1
2 < k < 1. Then,

Φ1(τ) = ϵ sn
(

τ
ϵ , k
)

dn
(

τ
ϵ , k
)

,

Φ2(τ) =
1

1 − k2 cn
(

τ
ϵ , k
)[
(2k2−1)dn2(τ

ϵ
, k
)
− k2]+

sn
(

τ
ϵ , k
)

dn
(

τ
ϵ , k
) [τ

ϵ
+

2k2−1
1−k2 E

(
am( τ

ϵ , k), k
)]

,

(7.112)

where E(z, k) denotes the elliptic integral of the second kind and am(z, k) is the Ja-
cobi amplitude. The two functions are illustrated in Figure 7.4. With the chosen
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FIGURE 7.4: SO(4) singlet fluctuation modes Φ1 (left) and Φ2 (right)
over eight periods, for k2=0.81.

normalisation, the initial conditions read

Φ1(0) = 0 , Φ̇1(0) = 1 and Φ2(0) = −1 , Φ̇2(0) = 0 . (7.113)
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Hence, the fundamental matrix solution is such that

Φ̂(0) =
(

0 −1
1 0

)
and M = Φ̂(T)

(
0 1
−1 0

)
. (7.114)

In order to compute the stroboscopic map, note that Φ1 is T-periodic but Φ2 is not
periodic at all. Indeed, from (7.112), we get

Φ2(τ+T) = Φ2(τ) + γ T Φ1(τ) , (7.115)

where

γ =
1
ϵ2

[
1 +

2k2−1
1−k2

E(k)
K(k)

]
(7.116)

is the rate of growth of amplitude of Φ2 per period of Φ1 and is always positive (with
minimum of ≈ 7.629). Hence, the stroboscopic map reads

M =

(
−Φ2(T) Φ1(T)

−Φ̇2(T) Φ̇1(T)

)
=

(
1 0

−γ T 1

)
= exp

{
−γ T

(
0 0
1 0

)}
, (7.117)

such that the Floquet representation is constructed with

R =

(
0 γ

0 0

)
⇒ eτR =

(
1 γ τ

0 1

)

and Q(τ) =

(
Φ1 Φ2−Φ1γ τ

Φ̇1 Φ̇2−Φ̇1γ τ

)
.

(7.118)

As expected, there is no exponential growth and the singlet is marginally stable,
with Φ2 growing linearly in the linear regime of fluctuations. However, we never
associated Φ2 with a variation of energy on ϕ, as mentioned above. In fact, this asso-
ciation only becomes clear in the non-linear regime, where we can consider the full
fluctuation η(τ) beyond the linear regime, to all orders. Then, we find the familiar
beat wave behaviour illustrated in Figure 7.5, since the derivative of ϕ with respect
to the moduli parameter k is essentially a difference between two oscillating func-
tions with slightly different frequencies. Notice that the boundedness of η beyond
the linear regime is a consequence of the boundedness of ϕ.
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FIGURE 7.5: Exact perturbation η(τ) for η(0)=0.02 and η̇(0)=0, illus-
trating marginally-stable initial behaviour (left) and long-time beat-

wave behaviour (right) with beat ratio ∼19.

The non-singlet modes, on the other hand, are not so simple to analyse and will
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in general not have closed analytical expressions. We can, however, treat them nu-
merically and still obtain the trace of the stroboscopic map for any background field
ϕ, in any energy scale E. However, before we discuss the numerical results, let us
investigate the possibility of parametric resonance and try to predict at which ener-
gies E or moduli-parameter k they might occur. Let us simply model the periodic
coefficient in terms of its average and frequency, as

Ω2(τ) ≈ ⟨Ω2⟩
(
1 + h(τ)

)
, (7.119)

where

⟨Ω2⟩ = 1
T

∫ T

0
dτ Ω2(τ) , h(τ) ∝ cos(2πτ/T) , (7.120)

and T = 4ϵK(k) is the period of Ω2 as a function of the background field ϕk(τ).
Then, the resonance condition reads [55]√

⟨Ω2⟩ = ℓ
π

T
, (7.121)

which can be solved to get the values of k in which a resonance would occur in the
simplified model,

k = kℓ(j, v, β) , for ℓ = 1, 2, 3, . . . . (7.122)

The resonances on the full system will of course not be found for those exact val-
ues of k, however, they are still expected to be close to the kℓ values. Indeed, our
predictions were confirmed by numerical calculations on the full system, which are
illustrated by Figures 7.6 and 7.7, respectively for (j = 2, v = 0) and (j = 2, v = 2).
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FIGURE 7.6: Plot of tr M(k) for (j, v) = (2, 0), with detail on the right.
Resonances of the simplied model are marked in red.

Let us recall that the moduli-parameter value k = 1 corresponds to E = 1
2 , the

local maximum of the quartic potential. Close to this value of energy, the solutions
change from oscillating around one of the true vacua to oscillating around 0. More-
over, the period diverges when E → 1

2 , from above or from below. Hence, the odd
behaviour of the trace of the stroboscopic map is expected around k = 1. And, in-
deed, even for the parametric resonance predictions, the values of kℓ accumulate at 1
from both directions. Far from k ̸= 1, it is clear to see that the predicted resonances,
marked in red, are in one-to-one correspondence with regions where | tr M| > 2, in
which the background becomes unstable.

For k > 1, meaning that the energy E is below the local maximum of the poten-
tial, we see that the system is rarely unstable. On the other hand, for k < 1, with
energy E above the local maximum of the potential, the trace of M oscillates quickly
and the amplitude of the oscillation increases with E. While bands of stability and
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FIGURE 7.7: Plots of tr M(k) for (j, v) = (2, 2) and β = 1, 2, 3, 4. Res-
onances of the simplied model are marked in red.

instability alternate, this indicates that the likelihood of instability of the modes in-
creases with the energy. For completeness, we explicitly confirmed the change of
regime of fluctuations in many instances where tr M crosses 2, from instability to
stability or vice-versa, by performing long-term numerical integrations on both sides
of the crossing. One of such results is illustrated in Figure 7.8.
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FIGURE 7.8: Long-term numerical integration of Φ(τ) for (j, v, β) =
(2, 2, 1) and k=0.73198 (left) and k=0.73199 (right) illustrating the

change in behaviour from unstable to stable.

Finally, let us address the scenario which is more relevant for the intended cos-
mological application, the regime in which E → +∞, corresponding to k → 1√

2

+
.

As in this limit the period collapses with ϵ =
√

k2 − 1/2, before we compute the
eigenvalues of (7.89) we have to perform the following rescalings:

τ

ϵ
= z ∈

[
0, 4K( 1

2 )
]

, ϵ ϕ = ϕ̃ , ϵ2ϕ̇ = ∂zϕ̃ , ϵ2Ω2 = Ω̃2 , ϵ2λ = λ̃ , (7.123)

allowing us to obtain finite results. After a lenghtly but straightforward computa-
tion, we see that all the j-dependent terms are subleading and drop out in the limit



Chapter 7. The non-abelian case II: cosmic Yang–Mills fields 99

of ϵ → 0, such that there are four universal natural frequency-squares

Ω̃2
1 = 0 , Ω̃2

2 = 3 ϕ̃2 −
√

ϕ̃4 + 8(∂zϕ̃)2 , (7.124)

Ω̃2
3 = 3 ϕ̃2 +

√
ϕ̃4 + 8(∂zϕ̃)2 , and Ω̃2

4 = 6 ϕ̃2 , (7.125)

with the sorted frequencies for each v being given by

Ω̃2
(j,j±2) = 0 ,

Ω̃2
(j,j±1,β) ∈

{
min(Ω̃2

1, Ω̃2
2), max(Ω̃2

1, Ω̃2
2), Ω̃2

3
}

,

Ω̃2
(j,j,β) ∈

{
min(Ω̃2

1, Ω̃2
2), max(Ω̃2

1, Ω̃2
2), min(Ω̃2

3, Ω̃2
4), max(Ω̃2

3, Ω̃2
4)
}

,

(7.126)

for j ≥ 2. In Figure 7.9, we illustrate the universal frequencies for the most complex
case, v = j.

1 2 3 4 5 6 7
z

-1

1

2

3

Ω(j,j)
2

FIGURE 7.9: Universal limiting natural frequency-squares Ω̃2
(j,v,β)

over one period in Z for v=j and β = 1, 2, 3, 4.

Finally, the traces of the stroboscopic map for each β are easily computed nu-
merically, for all (j, v). For (0, 0), tr M = 2, as we already knew from the exact
computation. For (1, 0) or (0, 1), tr M ∈ {56.769, −1.659}. For j ≥ 2,

tr M(j,j±2)(E→∞) = 2 ,

tr M(j,j±1,β)(E→∞) ∈
{

306.704, −1.842, −1.659
}

,

tr M(j,j,β)(E→∞) ∈
{

306.704, −1.842, 2.462, −1.067
}

.

(7.127)

Notice that, for j ≥ 2, there are still 3(2j + 1) unphysical modes to be removed from
the system from a gauge fixing condition. However, from (7.127), we see that there
are always 4(2j + 1) unstable modes (underlined), such that a projection in physical
modes cannot remove all instabilities. Beyond the already discussed singlet mode,
similar arguments apply to j < 2, with the same conclusion.

We see that, for all j, there is at least one unstable physical mode in the limit
E → +∞. Therefore, for sufficient high-energy E, the solution Φ = 0 is always
linearly unstable, and so is the corresponding Yang–Mills background.
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Chapter 8

Conclusion and outlook

In this thesis, we reviewed how geometric methods can be used to construct non-
trivial Maxwell and Yang–Mills fields in n-dimensional Lorentzian maximally sym-
metric spacetimes, namely, in the deSitter space dSn, the anti-deSitter space AdSn,
and the Minkowski space R1,n−1. In each case, we discussed the properties of the
solutions and possible applications of such theories.

In the first half of the thesis, we briefly discussed the theoretical framework
which is needed for the following chapters. It started with an overviews on dif-
ferential geometric aspects of Lie algebras, Lie groups, and cosets thereof. Then,
we reviewed the properties and description of Euclidean and Lorentzian maximally
symmetric spacetimes. Lastly, we discussed principal bundles, connections on them,
and the Yang–Mills theory.

The second half of the thesis consisted in an overview on different results in the
context of geometrical construction of Maxwell and Yang–Mills theories in maxi-
mally symmetric spacetimes. It was divided in three parts, which we will review
separately. The first one was on particular aspects of field configurations from a
basis of electromagnetic knots in Minkowski space. The second, on vacuum non-
abelian theories with non-compact gauge group, constructed from other maximally
symmetric spacetimes. Finally, the third one considered the coupling of such solu-
tions with gravity in FLRW universes, through the scale factor.

In Chapter 5, after reviewing the basis of electromagnetic knots from [29]. The
discussions on new results in this direction were divided into the two Sections 5.3
and 5.4. In the former, we computated closed expressions for conserved quantities
associated with the conformal invariance of such solutions in terms of their quantum
numbers, which not only improved our understanding of their behaviour but also
opened up a new way of comparing them with electromagnetic knots obtained from
other construction methods. With it, we showed that our basis reproduces generali-
sations of the Rañada-Hopf knot, as the rotated Hopfions, and knots obtained from
Bateman’s construction. Further relations can be explored in the future. In the lat-
ter section, we focused on possible experimental applications of the electromagnetic
knots, as there are recent advances in experimental techniques to reproduce them.
Therefore, we put forward numerical simulations in order to investigate the effects
of such fields in charged particle trajectories, which are essential for e.g. their use in
atomic particle traps. From the numerical results, in the thesis, we only highlighted
a couple of interesting behaviours that can be explored in the future.

In Chapter 6, we explored non-abelian theories that could be obtained from sim-
ilar construction methods in different spacetimes, with different gauge groups. The
two sections of this chapter, 6.1 and 6.2, cover the results of our two research projects
in this direction. The first section covers an investigation on the construction of
SO(1, 3) gauge fields in the four-dimensional Minkowski space through its foliation
by orbits of the Lorentz group. Separate computations were performed in each of
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the three sectors of R1,3, inside, outside, and on the lightcone. The fields in the two
halves of the space could be glued together, despite a divergence on the lightcone.
For that, we described a regularisation prescription in the energy-momentum ten-
sor, which turned out to be an improvement term. The second section covers the
initial procedures for the hyperbolic equivalent of the aforementioned construction
of a basis of electromagnetic knots in the Minkowski space. That is, we work with
an SU(1, 1) gauge theory on AdS4 foliated with AdS3 sheets, then we conformally
map it into the Minkowski space. In this thesis, we only discussed the equivariant
Ansatz for the non-abelian field and one abelian reduction, which turns out to be
the hyperbolic equivalent of the Rañada-Hopf knot. Its electromagnetic fields, when
projected onto a plane, are identical to the ones of a recently constructed magnetic
vortex solution coming from the a solution of the Lorentzian (1+2)-dimensional ver-
sion of the Seiberg-Witten equations. A direct follow-up of such work is to skip the
equivariant Ansatz and instead use the eigenfunctions of the Laplace operator in the
negatively-curved space to fully solve Maxwell’s equations in this context. If suc-
cessfully implemented, this procedure would generate a (continuum-indexed) basis
of hyperbolic equivalents of the electromagnetic knots.

Finally, in Chapter 7, we considered the dynamics of Friedmann universes and
how Yang–Mills fields would impact and be impacted by it. Even though the full
Einstein–Yang–Mills-Higgs is greatly simplified in a FLRW universe and using the
equivariant Ansatz for the gauge sector, the non-linearities and the coupling in both
ways still make the system in general impossible to solve analytically. Even so, the
simplifications allow us to investigate the system more in-depth and extract phys-
ically relevant results from it. In Section 7.1, we put forward a general treatment
of Yang–Mills theories constructed on cylinders over symmetric spaces, showing
that the equivariant Ansatz always reduce the dynamics to that of a Newtonian
degree of freedom subjected to a (inverted or not) quartic potential. In particular,
for non-flat Lorentzian maximally symmetric spacetimes, we explicitly compute the
four cases, the Lorentzian and Euclidean foliations of the (1+n)-dimensional deSit-
ter and anti-deSitter spaces. Afterwards, we discuss how the energy density of the
Yang–Mills fields affects the scale factor of the Friedmann universe, which is en-
coded in the Wheeler-DeWitt constraint. Then, we finalise by computing the effects
on the Yang–Mills dynamics when n ̸= 3 of both warped foliations of the spacetime
foliation or, equivalently, of a scale factor, which translate to a Hubble friction-like
term in conformal time in the gauge dynamics. For n > 3, this term may result in the
freezing of the cosmic Yang–Mills field, which may have interesting consequences
for cosmological applications. Lastly, in Section 7.2, we performed a complete sta-
bility analysis of a SO(4)-invariant SU(2) gauge field in a closed four-dimensional
Friedmann universe. Using representation theory and Floquet theory, we analysed
the singlet perturbation analytically, which turned out to be marginally stable, and
further treated the non-singlet ones to enable a subsequent numerical analysis on
the stability of the individual normal modes. For the cosmological application in the
electroweak epoch, we investigate the very-high-energies limit, in which we showed
that there are universal natural frequency-squares for the fluctuation modes. We
computed the trace of the stroboscopic map for all possible cases, concluding that
there is always at least one unstable physical mode, such that the classical back-
ground field itself is necessarily unstable. Those results depend on the assumption
that the spacetime dynamics is frozen, which is physically motivated but not explic-
itly shown. A possible future analysis could also include dynamical gravity in a full
stability study of the coupled system, which would be final in the classical setting
and would be able to confirm the validity of the results here discussed.
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